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then �.=0.05. If the plug-in value 0ρ  is less than 
the true value ρ  ( ρ �• 0ρ ), the Type 1 error is 
inflated ( 05.0≥α ). For example, if a value of 

0ρ =0.2 is used when ρ =0.4, alpha will be 
0.2253. If the plug-in value 0ρ  is greater than 
the true value ρ  ( ρ �” 0ρ ), the probability of a 
Type 1 error is smaller than 0α =0.05.  

Because the p-value increases as 0ρ  
increases, the p-value obtained when 0ρ  = maxρ  
is greater than or equal to the true p-value, so 
tests using this methodology are conservative. 
On the other hand, if maxρ is set too small by 
mistake, Type  1  error  will be inflated. In terms  

 

 
 
 
 

of power and length of confidence intervals, a 
smaller maxρ is better than a larger one. 

This study does not suggest that 
problems with lack of replication magically 
disappear with this methodology. Even if ρ  is 
known, ρ >0 presents problems. In the two 
sample case, for instance, the variance of the 
difference between two means when the number 
of subsamples n1 and n2 approaches infinity 
becomes 

                 
ρ

ρσ ε −
=

1
2 2                     (13) 

 
This would be the formula for the variance of 
the difference between two sample means if 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1. Large (sub)sample power of detecting a difference of size 1 between two 
treatment means with no replication, overlaid with large sample significance (alpha) 
levels. 
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each treatment had n = 
ρ

ρ−1
 replications. 

Thus,  
ρ

ρ−1
 can be thought of as the number of 

pseudo replications. For instance if ρ =.2, the 
number of pseudo replications is 4. This study 
simply suggests the proposed methodology 
gives researchers a way to analyze data when 
conventional analysis of variance could not be 
carried out due to lack of replication.  

It is also useful to examine the 
maximum power attainable using a plug-in value 
for ρ  in hypothesis testing. Figure 2 
demonstrates the maximum attainable power 
under the most ideal conditions: namely ρ = 0ρ  
and ∞=n . 

As seen in Figure 2, if the true value ρ  is 
0.5, the power is low.  For smaller  values of ρ   

 
 

 

the power increases considerably. For instance, 
for a standardized difference of 1.0 and ρ =0.1, 
the power is 0.564. Thus, using a plug-in value 
for ρ  is only going to be effective for smaller 
values of ρ . 
 
What the Researcher May Know About  ρ  
 It is possible for the researcher to obtain 
information about ρ  based on prior 
experiments of a similar nature, or from 
knowledge about the behavior of ρ  for a 
current experiment. 
 
Distributional Information 
 If a large amount of distributional 
information is available from prior studies of a 
nature similar to that of the current study, the 
researcher may be able to put a prior distribution 
or empirical distribution on ρ  (not considered 
in this study). 
 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2. Maximum attainable power for testing the difference between two 
treatment means using the plug-in method with different values of 0ρρ =  and 
infinite subsampling. 
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Point or Interval Information 
 The researcher may not have extensive 
distributional information about ρ , but may 
have an indication of a reasonable minimum or 
maximum value of ρ . 
 
The Plug-in Value 

In the case of no replication, zero degrees 
of freedom exist for conducting a hypothesis test 
comparing means.  So, the test cannot be 
performed using traditional methods. With this 
procedure a value, chosen by the researcher, is 
used as if it were the true value, ρ . This value, 

0ρ , called a plug-in value, can be used in 
hypothesis testing and in producing confidence 
intervals of differences of treatment means. The 
strategies for choosing a value for 0ρ  given in 
this section are proposed to researchers who 
have an unreplicated experiment and have a 
reasonable idea of the actual value, ρ . Other 
methods for dealing with unreplicated 
experiments have been investigated with similar 
results to the plug-in methods. 

 
Proposed Strategies 
 
 Two strategies that make use of prior 
information about ρ  to test hypotheses about 
treatment means in an unreplicated, two-
treatment experiment will be presented in this 
study. 
 
Strategy 1: Plot of the Conditional P-value 
Given 0ρ  
 
Description 
 For a given set of data, the p-value may be 
obtained for various assumed values of ρ . It is 
computed as the probability that a t-distributed 
random variable with 221 −+ nn  degrees of 
freedom is more extreme than the observed 
value of the statistic defined by Equation 10. A 
conditional p-value plot plots p-values for 
testing a certain hypothesis over the range of 
possible values of ρ . 
 
 

 
Properties 
 The three situations a researcher may 
encounter with a conditional p-value plot are 1) 
all p-values are above 0α  for reasonable values 
of ρ , 2) some p-values are below 0α  for 
reasonable values of ρ  and some are above 0α  
for reasonable values of ρ , and 3) all p-values 
are below 0α  for reasonable values of ρ . When 
the first situation occurs, the result of the test is 
to fail to reject the null hypothesis at level 0α . 
When the third situation occurs, the result of the 
test is to reject the null hypothesis at level 0α . 
When the second situation occurs, it is less 
obvious what the results of the test of hypothesis 
should be. The researcher is advised to refrain 
from making a decision about the acceptance of 
the null hypothesis if the second situation is 
observed. The accuracy of the results will 
depend on the accuracy of the choice of the 
likely range of ρ . 
 
Implementation 
 The researcher determines the range of 
reasonable values for the ICC based on 
information obtained from prior studies. Then 
the researcher creates the conditional p-value 
plot given the possible values of ρ . The 
decision to reject or fail to reject the null 
hypothesis, or abstain from judgment on the 
acceptance of the null hypothesis is made based 
on the observed p-values within the range of 
reasonable values of ρ . 
 
Strategy 2: Maximum Rho 
 
Description 
 The Maximum Rho procedure simply 
involves choosing max0 ρρ = . That value, 0ρ , 
is then incorporated into the test statistic 
(Equation 6). The test rejects the null hypothesis 
if the p-value is less than 0α . 
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Properties 
 The Maximum Rho procedure assures the 
true significance level, α , is less than or equal 
to the nominal value 0α , with equality when 

ρρ =0 . The closer 0ρ  is to ρ , the higher the 
power of the test. 
 
Implementation 
 To implement the Maximum Rho 
procedure, the researcher simply computes a p-
value for the test based on using max0 ρρ = in 
Equation 6. 
 
Example 
 The class data consists of final course 
grades for two classes of introductory statistics 
taught by two different methods. The sample 
means for the two classes were 2.83 and 3.37 
with sample standard deviations of 1.04 and 0.84 
respectively. A researcher would like to see if 
there is a difference between the average grade 
received by students taught by the two different 
methods. Only one class was observed for each 
of the two methods making this an unreplicated 
experiment with class as the unit of study, 
student     as     the     subsampling     unit.     Let  

210 : μμ =H  and 21: μμ ≠AH .  Let 
05.00 =α . It is assumed that replication would 

have yielded small class-to-class variability 
relative  to  the  total  variability. To determine if  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

that could in fact be the case, a study was 
conducted on prior undergraduate courses taught 
to multiple sections over multiple semester. 

 
College Course Grades 
 The value ρ  was estimated from a variety 
of courses offered at Kansas State University 
using the SAS® MIXED procedure. The 
components of variance consist of variability of 
scores due to section, 2

δσ ; and the variability of 

scores due to students within sections, 2
εσ . 

Fourteen different undergraduate courses were 
selected (CHM 111, 210, 230; CIS 101; ENGL 
100, 125; MATH 010, 100; MUSIC 250, 255; 
PSYCH 110, 202, 350; SPAN 161) each with 
multiple sections, covering both Fall and Spring 
semesters over the years 2001-2003, for a total 
of 43 course-semester combinations. These 
values are graphed in a frequency histogram in 
Figure 3. 

All 43 estimated ICC values are at or 
below 0.33. The majority, 95%, is at or below 
0.2–90% are below 0.15.  Only one value is at 
0.33. That value is for a honors English course 
(ENGL 125). Other courses include 
undergraduate courses in chemistry, English, 
music, CIS, math, psychology, and Spanish. 
Based on this, it would be reasonable to use the 
range of ρ  from 0.02 to 0.15, with an assumed 
maximum at max0 ρρ = =0.15 for the plug-in 
methods involving grades for this study. 
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Results 
 
Plot of the Conditional P-value Given 0ρ  

Figure 4 plots the p-value as a function 
of ρ  for the class data. It can be seen that p-
values are only significant if ρ  is less than 
0.013. Because the likely value of ρ  is greater 
than 0.013, the result of the test is to fail to reject 
the null hypothesis at 05.00 =α . 
 
Maximum Rho 

Using 0ρ =0.15 and Equation 6, the test 
statistic is found to be t=-0.894 with a p-value of 
0.374. So the result of the test is to fail to reject 
the null hypothesis in favor of the alternative (at 

05.00 =α ).  
 
 
 

 
 
Based on both the conditional p-value 

plot and the results of the Maximum Rho 
procedure, the conclusion is that the difference 
between the mean grades for the two classes is 
not significant. Assuming ρρ ≥0 , the 
probability of a Type 1 error for the test in this 
example is at most 0.05.  If, in fact, 
ρ = 0ρ =0.15, the power for detecting a 
difference of one grade point is approx. 0.3373. 
However, if ρ <0.15, the power will be less. A 
significant difference would have been detected 
using a classical t-test to test the same 
hypothesis under the assumption of independent 
samples. However, the probability of a type 1 
error would be inflated under that assumption. 
 
 
 
 
 

 
 

 

0.320.280.240.200.160.120.080.040.00

10

5

0

Estimated ICC

Fr
eq

ue
nc

y

Estimated ICC Values for KSU Grades
43 Courses with Multiple Sections

(2001-2003)

Figure 3. Estimated ICC values for KSU grades for 43 courses with multiple 
sections (2001-2003). 
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Conclusion 
 
If replication is feasible, a replicated experiment 
is always preferred over an unreplicated 
experiment.  However, many studies are 
performed on units that cannot be replicated. 
The method described in this paper makes it 
possible to accurately analyze unreplicated 
experiments in which the intraclass correlation 
coefficient (ICC) is small and relatively stable. 
By placing a reasonable upper bound on the 
ICC, it is possible to carry out classical tests of 
significance that have conservative levels of 
significance. This methodology has wide 
applicability for analyzing unreplicated 
experiments in many fields of research and its 
simple computations will surely appeal to the 
applied researcher. 
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