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CHAPTER 1 INTRODUCTION TO HYBRID-LIGHT MATTER STATES

1.1 Introduction to the physics of hybrid light-matter states

Interactions between light and matter is a fundamental part of chemical sciences, being responsible for photophysical processes such as phosphorescence and fluorescence. The first step in a photophysical process is a molecular electron transition from a molecule's ground to excited state. A molecular electron transition may occur when an incident photon's frequency matches the frequency difference between two electronic states of molecule\(^1\). By constructing a Fabry-Pérot cavity, which traps light of a certain frequency, then placing a molecule in a cavity that undergoes a molecular electron transition at the same frequency we force light-matter interaction. If the energy exchange between the light of the cavity mode and the molecule’s excited state is faster than the decay rate of either state, then the system enters the strong coupling regime where a hybrid light-matter state is sustained. Figure 1.2 shows how this strong coupling can lead to a formation of hybrid light-matter states.
light-matter states called the upper polariton (UP) and the lower polariton (LP), which have an energy different from either of the starting states. This phenomenon is similar to the molecular orbital picture when describing the formation of a hydrogen molecule, as seen in Figure 1.1. In the molecular orbital picture two atomic orbitals interact to form two molecular orbitals, the bonding and anti-bonding orbitals, just as the photon and molecular modes of a cavity interact to form the two polariton energy levels. A polariton is a hybrid light-matter state that must be described by referencing both, the photon mode, and the molecular resonance mode, as seen in Eqs (1.1) and (1.2),

\[
|UP\rangle = \frac{1}{\sqrt{2}}(|e\rangle_{\text{e}}|0\rangle_{c} + |g\rangle_{\text{e}}|1\rangle_{c})
\] (1.1)
\[ |LP\rangle = \frac{1}{\sqrt{2}}[|e\rangle_{c} |0\rangle_{c} - |g\rangle_{c} |1\rangle_{c}] \]  

(1.2)

in the above equation \( |e\rangle_{c} \) and \( |g\rangle_{c} \) describe the excited and ground state of the chromophore with 0 and 1 photons in the cavity respectively.

The energy difference between the UP and LP states is referred to as the Rabi splitting. Without accounting for dissipation, the Rabi splitting can be estimated as\(^{2,6}\),

\[ \hbar \Omega = 2d \sqrt{\frac{\hbar \omega}{2 \epsilon_0 \nu}} \times \sqrt{(n_{\text{photon}} + 1)}, \]  

(1.3)

where \( \hbar \Omega \) is the cavity resonance near the excitation energy, \( \epsilon_0 \) is the vacuum permittivity, \( \nu \) is the volume of the electromagnetic mode, and \( n_{\text{photon}} \) is the number of photons in the cavity. From Eq. (1.3) we observe that the polariton is sustained even in the absence of photons. We also observe that the Rabi splitting will be proportional to the square of the excitation energy. Typically, the volume of the electromagnetic mode is much larger than the volume of the molecule that is coupling to the cavity photon. Therefore, many molecules are expected to couple to a single cavity photon, increasing the Rabi splitting. The Rabi splitting will be proportional to the square root of the number of molecules divided by the electromagnetic volume, or the square of the concentration, \( \hbar \Omega \propto \sqrt{\frac{N}{\nu}} = \sqrt{C^{2,6}} \). Maximum absorption will occur when the dipole moment of the molecules and the electric field are parallel. Because the orientation of molecular dipoles is often randomized there will be a large number of molecules that will form uncoupled states. These uncoupled states do not participate in polariton formation. Beside the uncoupled states we must account for the formation of so-called "dark states" within our polariton system. We can
imagine that the number of molecules coupled to a cavity photon as some arbitrarily large number $N$. These $N$ number of molecules interact with a single cavity photon, leading to the creation of a total of $N+1$ collective states. Out of all of the collective states there will form two polariton states, one UP state, one LP state, leaving $N-1$ dark states. In simple terms, these dark states can be thought of as a superposition of molecular excitations with a very small photonic contribution. Despite not being spectroscopically observable, these states play an important role in polariton dynamics and will be discussed in Chapter 2.

Because of their partially photonic nature hybrid light-matter states take on a dispersive characteristic. The behavior of a purely photonic state can be described as $E_{ph}(\theta) = E_{cutoff} \left(1 - \frac{\sin^2 \theta}{n_{eff}}\right)^{-1/2}$. Where $E_{cutoff}$ is the cavity cutoff energy calculated as $E_{cutoff} = \frac{hc}{2n_{eff}L}$. The dispersivity of a hybrid light-matter state formed by coupling a single exciton to a single cavity photon must be described by the two level interaction Hamiltonian

$$
\begin{bmatrix}
E_{ph} & \frac{\hbar \Omega}{2} \\
\frac{\hbar \Omega}{2} & E_{ex}
\end{bmatrix}
\begin{bmatrix}
\alpha \\
\beta
\end{bmatrix}
= \epsilon
\begin{bmatrix}
\alpha \\
\beta
\end{bmatrix}
$$

where $\hbar \Omega$ is the coupling between the photon and the exciton. By examining the Hamiltonian, it is clear there will be two energy eigenvalues representing the UP and LP. The values $\alpha$ and $\beta$ are the Hopfield coefficients and represent the photonic and excitonic contribution to the polariton states. It should be noted that this model assumes that a single exciton is coupling to a single cavity photon. However, cavities in which multiple excitons couple to a single cavity photon are also possible. In this case the matrix in Eq. (1.4) would be expanded to include the additional exciton and the interaction terms.
Moreover, the number of the final polariton states created should equal the number of starting states. Therefore, a system in which three components are involved, two excitons and one photon, would result in the formation of three polaritons, an upper, middle, and lower state.

So far, we have not accounted for dissipation of energy within the cavity system. Polaritons are sustained by energy exchange between resonant molecular and photon modes. Molecules in the excited state will naturally decay to the lowest energy state, be it by the emission of a photon or through nonradiative decay pathways. A free space molecule will have a propensity to move along the excited state potential energy surface (PES) to the lower energy ground state. Just as the lifetime of the molecular excited state is finite so is the lifetime of a cavity photon. The cavity photon lifetime is limited to several femtoseconds, depending on the size and reflectivity of the cavity. Because the nature of the cavity controls the characteristics of the photon mode, proper cavity design is essential in creating hybrid light-matter states.

1.2 Cavity design

Building a cavity that entraps the proper photon to exchange energy with a molecular excitation is perhaps the most important step to polariton formation. In this work I will focus on forming polaritons using the Soret band of porphyrin molecules, which is formed by exciting the molecules into the $S_2$ state. During my experiments I measured the full width half maximum (FWHM) of this molecular mode to be 0.04584 eV-0.05622 eV while embedded in a polymer matrix. In order to enter the "strong coupling" regime the maximum Rabi splitting must be larger than the FWHM of either the photon or molecular
modes\textsuperscript{2,4}. While the FWHM of the molecule is dependent on the local environment and is difficult to manipulate, it is possible to deterministically control the photon mode by manipulating the parameters of the Fabry-Pérot cavity\textsuperscript{16,17}.

The Fabry-Pérot cavity consists of two parallel mirrors separated by some distance. Light entering the structure will be repeatedly reflected by the two mirrors. Most of the light waves will be attenuated as they interfere with each other during reflection between the two mirrors. However, there will exist a wavelength whose \( \frac{\lambda}{2} \) is equal to the distance between the mirrors. The transmittance of this mode and its harmonics will be greatly amplified. The spacing between the fundamental frequency and its subsequent harmonic is referred to as the Free Spectral Range (FSR). Expressed in frequency terms it is defined as \( FSR = \frac{c}{2nd} \), where \( d \) is the distance between the mirrors and \( n \) is the refractive index of the spacer layer between the mirrors\textsuperscript{16}.

The Finesse of a Fabry-Pérot cavity is the relation of the Free Spectral Range to the FWHM, \( F = \frac{FSR}{FWHM} \). The finesse is a measure of how narrow each resonance peak is. The higher the finesse, the narrower the resonance peaks. Finesse is also related to the reflectance of the mirrors\textsuperscript{16,17}:

\[
F = \frac{2\pi}{\ln\left(\frac{1}{R_1R_2}\right)} \tag{1.5}
\]

A photon mode whose FWHM was similar to that of the molecular mode would result in the largest number of excited state porphyrin molecules interacting with the cavity photon. Because the FSR and FWHM are calculated based on the properties of the chromophore absorption peak when designing cavity polariton structures, all that is needed is
to calculate the finesse and the reflectance of the mirrors using Eq. (1.5).

Another important metric in cavity design is the structure’s round trip attenuation coefficient. This component measures how the intensity of a photon decreases during a single round trip inside the cavity structure and is expressed as\(^{16}\),

\[
r = R_1 R_2 e^{\exp(-2\alpha nd)}
\]  

(1.6)

where \(R_1\) and \(R_2\) is the reflectively of the two mirrors forming the cavity and \(\alpha\) is the loss coefficient \(\alpha = \frac{1}{2nd} \ln \frac{1}{R_1 R_2}\). By using the information from Eqs. 1.5 and 1.6 the intensity of the photons in the cavity can now be modeled\(^{16}\):

\[
I_{\text{max}} = \frac{I_0}{(1 - |r|)^2}
\]  

(1.7)

\[
I_{\text{final}} = \frac{I_{\text{max}}}{1 + \left(\frac{2F}{\pi}\right)^2 \sin^2 \left(\frac{\pi \nu_{\text{incidence}}}{\nu_{\text{FSR}}}ight)}
\]  

(1.8)

1.3 Mirror design

Once the required reflectance of the mirrors has been calculated it is necessary to properly design them. One method would be to use two metallic mirrors separated by a polymer spacer layer. While this is a method that has been shown to form hybrid light-matter states it possesses certain limitations\(^{18}\). Our experimental goal is to form a cavity which has relatively high reflectivity around the Soret band. However, we also require relatively low reflectivity around the Q band so that the lower lying state could be probed. A metallic mirror thick enough to give us the required reflectance in the Soret region would also reflect a high amount of light in the Q region\(^{19}\). This would reduce the efficiency of pump
and probe pulses interrogating the sample. Perhaps most importantly, metallic films are more susceptible to damage and, as is the case for silver, which will react with oxygen to form silver oxide, resulting in the change in its reflective properties. Studies by Burge, Bennett et al. found that in a normal laboratory setting a 0.1 nm tarnished layer appeared as soon as 1 hour after deposition of a silver film, growing to 6 nm in one month\textsuperscript{20}. By using distributed Bragg reflectors (DBRs) we can manipulate the reflectance over the desired Soret region while allowing more light transmission in parts of the electromagnetic spectrum we are interested in probing. We are also able to store DBRs in a laboratory setting for an extended period without the mirror losing its optical properties.

To understand how reflectance and transmission is manipulated by DBRs we recall that a light wave is a periodic structure, that is the time between two successive peaks in a light wave will be consistent. When light passes through a periodic medium wavelengths whose size match the periodicity of the medium its intensity will be attenuated\textsuperscript{16,21}. To achieve periodicity a DBR is typically constructed as a layered material of alternating refractive indices. I utilize SiO\textsubscript{2} and Si\textsubscript{3}N\textsubscript{4} as the periodic materials in my DBR structures. To determine the transmission of a wave through a DBR structure it is first necessary to understand the behavior of light at a single DBR interface. This is achieved by utilizing the Fresnel equations for reflectance and transmission\textsuperscript{21}:

\[
\begin{align*}
    r &= \frac{n_1 - n_2}{n_1 + n_2} \\
    t &= \frac{2n_1}{n_1 + n_2}
\end{align*}
\]  

(1.9)

(1.10)

To obtain the final reflectance and transmission the Fresnel equations must be cal-
culated at each boundary of the DBR. To keep track of the transmission and reflectance coefficients the scatter matrix is used\textsuperscript{16,22}:

\[
S = \begin{bmatrix}
    t_{12} & r_{21} \\
    r_{12} & t_{21}
\end{bmatrix} = \begin{bmatrix}
    \frac{2n_1}{n_1+n_2} & \frac{n_2-n_1}{n_2+n_1} \\
    \frac{n_1-n_2}{n_1+n_2} & \frac{2n_2}{n_2+n_1}
\end{bmatrix}
\] (1.11)

The $t_{12}$ coefficient represents transmission from medium 1 to medium 2 while $t_{21}$ represents transmission of the light back from medium 2 to medium 1. Similarly, $r_{12}$ represents reflection from medium 1 to medium 2 while $r_{21}$ represents reflection from medium 2 to medium 1. A single 2x2 scatter matrix represents light interaction at a single boundary of a DBR. The DBRs used in my experiments were typically 11-13 layer structures. The scatter matrix only accounts for the behavior of light through a single interface. To calculate the transmittance through the entire DBR I convert the scatter matrix into a wave-transfer matrix using the relationship\textsuperscript{16}.

\[
M = \begin{bmatrix}
    \frac{t_{12}r_{21}-r_{12}r_{21}}{t_{12}} & \frac{r_{21}}{t_{12}} \\
    \frac{r_{12}}{t_{12}} & \frac{1}{t_{12}}
\end{bmatrix}
\] (1.12)

By substituting the Fresnel equations into the wave transfer matrix in Eq. (1.12) it is possible to solve for the transmittance of an entire DBR structure by multiplying the transfer matrices created at each boundary of the DBR. To simplify this computation we rely on the relationship that transmittance power $T_f = |t^2|$. $T_f$ is defined as\textsuperscript{16},

\[
T_f = \frac{T_i}{T_i + \Psi^2(1-T_i)}
\] (1.13)

where $T_i$ is the single segment transmission based on Fresnel equations and $\Psi$ is a factor.
accounting for interference inside the DBR structure defined as $\Psi = \frac{\sin N \Phi}{\sin \Phi}$, where $N$ is the number of DBR segments. $\Phi$ is a factor that represents single segment transmittance inside the DBR and is calculated as\textsuperscript{16}:

$$
\Phi = a\cos\left[\frac{(n_1 + n_2)^2}{2n_1n_2}\cos(\phi_1 + \phi_2) - \frac{(n_1 - n_2)^2}{2n_1n_2}\cos(\phi_1 - \phi_2)\right]
$$

(1.14)

In Eq 1.14 $\phi_1 + \phi_2 = \frac{\pi \nu}{\nu_b}$ and $\phi_1 - \phi_2 = \frac{(n_1d_1-n_2d_2)}{n_1d_1+n_2d_2}\frac{\pi \nu}{\nu_b}$ and $\nu_b$ is the Bragg frequency:

$$
\nu_b = \frac{c}{2(n_1d_2)+(n_2d_2)}
$$

. Finally, some conclusions of how the transmission of an incidence wave will depend on the incidence frequency $\nu$ can be made. First, wavelengths that are near $\frac{\lambda}{4n_{avg}}$ will be maximally transmitted. This area of maximal transmittance is referred to as the stop band. Second, as the number of segments increases the final transmission will decrease. This can be understood by examining the wave transfer matrix. After each successive layer the transmission power will be reduced. Lastly, increasing the difference between $n_1$ and $n_2$ will cause an increase in the FWHM of the stop band. My goal is to form hybrid light-matter states using the Soret band of porphyrins, which lies between 2.92-2.98 eV depending on the type of porphyrin used. The mirrors would also need to create a cavity mode with a FWHM of $\sim0.05$ eV. Based on the described formalism the approximate thickness of individual SiO$_2$ and Si$_3$N$_4$ layers would be $\sim60$ nm and require 11 layers. While I focus on discussing transmissive behavior of a DBR, it should be noted that in the absence of absorption, the reflected power can be related to the transmitted power through the relationship $R = 1 - T$\textsuperscript{16}. 
1.4 History and application of strong light-matter coupling

Early studies of strong-light matter interaction involved forming hybrid light-matter states by coupling the excitons of a quantum well semiconductor to a cavity photon. The small exciton binding energy of most quantum well materials caused these structures to be highly sensitive to temperature changes\(^\text{23–25}\). Lidzey et al. were the first to form polaritons using an organometallic molecule\(^\text{26}\). The ability to strongly couple molecular excitations to resonant cavity photons presented the question of how polariton formation would impact the photochemistry and photophysics of a molecule?

Ebbesen et al. showed that the reaction rate of photoisomerization of a spiropyran molecule were considerably slower under strong light-matter coupling conditions\(^\text{6}\). Because a molecule’s reactivity is dominated by the shape of its potential energy surface (PES) it is necessary to understand how the formation of polaritons impacts its PES. If we imagine a model molecule without strong-light matter coupling, then we can assign three PESs, the ground state, \(V_g\), the excited state \(V_e\), and the photo-excited cavity state \(V_c\). The \(V_c\) PES will simply be a copy of the ground state PES shifted by the energy of the photon: \(V_g + \nu_{ph}\)\(^\text{27,28}\). When light-matter coupling becomes strong enough, and if \(V_e\) and \(V_c\) are close in energy, then the two states can hybridize, forming a polariton PES. During hybridization the \(V_c\) PES will inherit exciton properties from \(V_c\), while \(V_e\) will inherit some light-like properties from \(V_c\). This hybridization is believed to result in the polariton PES possessing a shape unique to that of either the \(V_e\) or \(V_c\) states\(^\text{27,28}\). In particular, because the polariton states are separated by the Rabi splitting energy, the lower polariton state is pushed down in energy in the area where the coupling is the strongest. Galego et al.
calculated that these effects, which re-shape the polariton PES could be used to suppress the photoisomerization reaction of a stilbene molecule\textsuperscript{27}.

While the aforementioned studies showed that polariton formation can be used to impact the photochemistry of molecules, they did not address what relaxation mechanisms are involved when a molecule is in the strong coupling regime and near the resonance point. Houdré, Ilegems and coworkers considered how inhomogeneous (Gaussian) broadening would impact the linewidth of a polariton system\textsuperscript{29}. It was determined that polariton linewidths will inherit the average homogeneous lineshape \((\gamma_c + \gamma_e)/2\) of the photon and exciton respectively when the Rabi splitting is large. However, as the interaction between the photon and molecular modes decreases the lineshape inherits a more inhomogeneous characteristic; \((\gamma_c + \sigma_e)/2\). Whittacker et al. observed that lineshapes of a InGaAs cavity’s lower polariton are below the predicted \((\gamma_c + \sigma_e)/2\) value, attributing this to a motional narrowing effect\textsuperscript{30}. Moreover, the model described by Ilgems et al. predicted identical lineshapes for the upper and lower polaritons. However, it was observed on multiple occasions that the lifetime of the lower polariton was longer than that of the upper polariton\textsuperscript{3,30–32}. Lidzey and Agranovich invoked Fermi’s golden rule to explain this discrepancy in semiconductor microcavities\textsuperscript{33}. In summary, the rate of a quantum transition is faster to a state with higher density of final states than to a state with a lower density of final states, provided they are mediated by the same perturbation. In a polariton system the density of dark states is large compared to that of the polariton states, allowing for a fast transition between the upper polariton and dark states. The authors also described the dark states as a broad collection of incoherent states, with the dark states assuming a "dark band" configuration. This model was further expanded by Lidzey et al. by additionally
accounting for the changes in photon fraction with cavity detuning and the optical decay of the photons from the cavity\textsuperscript{34}. Based on these studies molecular dynamics of hybrid light-matter states are expected to be heavily impacted by the formation of the dark states. Indeed, while studying the impact of strong light-matter coupling on reverse intersystem crossing Kena-Cohen, Eizen and co-workers reported that the rate was unchanged when the molecule was under strong light-matter coupling conditions. This was despite the energy of the lower polariton being inverted relative to that of the triplet states. The authors attributed this to the large density of states of the dark states as compared to the lower polariton\textsuperscript{35}. While these models provide a good approximation for the dynamics of cavity polaritons there exists ambiguity of how these results can be applied to the photophysics and photochemistry fields. Polaritons are hybrid states, which partially inherit the nature of a molecule. However, each molecule has unique properties with a unique potential energy surface. It remains an open question how properties such as vibronic coupling between the B and Q states in porphyrin molecules or internal conversion is impacted by polariton formation.

Ebbesen \textit{et al.} showed that while fluorescence is present in the lower polariton, the non-radiative decay pathway is the dominant mechanism for the polariton state in a TDBC dye (5,6-Dichloro-2-[[5,6-dichloro-1-ethyl-3-(4-sulfobutyl)benzimidazol-2-ylidene]propenyl]-1-ethyl-3-(4-sulfobutyl)benzimidazolium hydroxide)\textsuperscript{32}. The rate of nonradiative relaxation, such as internal conversion, is dependent on the gap law, which generally states that the rate is proportional to the energy gap between the higher and lower lying states\textsuperscript{36}. Despite the gap law being defined over fifty years ago chemists still lack a deterministic way to control internal conversion through traditional synthesis methods. In my work I have
found evidence that the rates of internal conversion of a Zinc (II) tetraphenyl porphyrin (ZnTPP) molecule are directly impacted by polariton formation\(^4\). More specifically, the rate of internal conversion between the \(S_2\) and \(S_1\) states increased as the Rabi splitting was made larger. While the study demonstrated that polariton formation can exhibit rational control over internal conversion, the rates of internal conversion measured also did not match the established gap law. The reasons behind this disagreement will be discussed in Chapter 2. Furthermore, I provide evidence that under strong light-matter coupling conditions the vibronic coupling between B and Q states of Copper tetraphenylporphyrin (CuTPP) leads to the formation of a "Herzberg-Teller" polariton below the \(S_1\) energy of the CuTPP molecule.

Polaritons are a hybridization of light and matter and inherit properties of both states. However, as long as the excitons meet a certain criteria such as having a matching energy with the photon and having sufficient oscillator strength, there is no set limit to how many exciton states can couple to a cavity photon. Naturally, it is easy to assume that such a structure would have some hybrid characteristic of the three or more starting states. Research on studying such multi-layer cavities has been ongoing. Lidzey et al. created a multi-layer cavity system consisting of two J-aggregates whose absorption peaks were separated by 0.064 eV and were spaced apart by a 100 nm polystyrene layer. The authors observed that the photoluminescence from the lower polariton and middle polariton states varies with angle\(^{14}\). Ebbesen et al. observed a similar phenomenon in that fluorescence from the lower polariton was dominant when forming polaritons using J-aggregates. However, they did not use a multi-layer cavity, coupling only one type of molecule to a cavity photon. Ebbesen et al. attributed this to Kasha’s rule, in which emission from the lowest
lying state is expected to dominate. Agranovich et al. described the emission from a two level J-aggregate system that assumes the upper polariton can quickly decay into the lower branch when $\Delta E = E_{up} - E_{lp} = h\nu^{37}$. If the Rabi splitting is close to $h\nu$, then energy transfer from the upper to the lower branch can rapidly occur. Lidzey et al. modified this model to describe the emission of their three level system, where energy transfer was allowed not just between the upper and lower polariton, but between the upper and middle, and middle and lower polaritons. The model produced good fits at angles below cavity resonance, however, the fit above resonance was less satisfying. Lidzey et al. also demonstrated the hybridization between organic and inorganic excitons by forming cavity polaritons using J-aggregates and InGaP quantum wells. Hybridization using multiple excitons opened the possibility to creating structures, which possess chemical properties of both species. Forrest et al. expanded on this work by hybridizing two nearly degenerate exciton states of an naphthalene tetracarboxylic dianhydride (NTCDA) molecule and Zinc Oxide (ZnO) nanoparticles. The authors concluded that the excitonic portion of the upper polariton was a mixture of the NTCDA/ZnO excitons. While the lower polariton’s dominant exciton component was the NTCDA exciton. Moreover, the authors observed an increase in the Rabi splitting of 1.44 times in the hybrid cavity over the pure NTCDA cavity, which they attributed to as evidence that both excitons couple to the cavity simultaneously.

Impact of polariton formation on energy transfer processes such as the Förster mechanism are another area which has attracted scientific interest. The Förster resonance energy transfer (FRET) is nonradiative and relies on dipole-dipole interactions between the donor and acceptor molecules. The rate of Förster resonance energy transfer is also highly sensitive to distance between the donor and acceptor molecules as well as the spectral overlap.
between the donor emission and acceptor absorption spectra. Recently, scientists have attempted to overcome this limitation by using hybrid light-matter states\(^\text{18,38}\). Ebbesen et al. studied the energy transfer of between two dye molecules, using TDBC as a donor and a triethylammonium salt (BRK 5714) acceptor. The donor molecule had a strong absorption peak in the 590 nm region, while the acceptor molecule had a strong emission peak in the 659 nm region. The authors varied the spacer layer thickness between 10-75 nm. The authors reported that when excited outside the cavity only emission from the TDBC donor is observed. However, under strong light-matter coupling emission from both, TDBC, and BRK are observed, suggesting an energy transfer process between the two molecules is occurring\(^\text{18}\). Moreover, the authors reported this process occurred independent of distance. Most recently, Scholes et al. concluded that the delocalized nature of polaritons can serve as an advantage in improving charge transfer along a donor-acceptor interface\(^\text{38}\). The authors created a bi-layer cavity using a P3HT donor and a PCBM acceptor. When excited near the dark state resonance they find the presence of a new decay pathway in their excited state absorption spectra. The new decay pathway is not present in a P3HT neat cavity, suggesting the presence of acceptor molecules is required for the observation of this pathway, and therefore, that this decay channel plays a role in charge transfer. The authors conclude that the delocalized nature of the polariton states allows for efficient donor-acceptor interaction. However, as a trade-off the charge transfer reaction is slowed. This is because while the polariton is delocalized the acceptor molecule is not. Each acceptor molecule, therefore, interacts with only a small portion of the polariton. Thus, creating a structure in which both, the donor, and acceptor, are simultaneously coupled to a cavity photon should result in efficient donor-acceptor interaction and an efficient reaction.
In my work I create hybridized light-matter states by strong coupling spatially separated quasi-degenerate B states of CuTPP and H$_2$TPP. The absorption and emission band of these molecules is separated by hundreds of meV. I use a three oscillator Hamiltonian to model the dispersive behavior of the cavity structure from which I extract the Hopfield coefficients. This is done to establish the photonic and excitonic nature of such a three level system so that the correct angle and energy is selected when probing the energy transfer mechanism in the cavity. My calculations show that polariton formation from quasi-degenerate excitons whose energies are separated by less than 1% leads to each polariton branch inheriting a vastly different excitonic character. The middle polariton branch was also calculated to have a negligible amount of photonic content, suggesting its dynamics would be dominated by a mixture of the two excitonic states. Moreover, we observe a decrease in the lineshape of the quasi-degenerate CuTPP/H$_2$TPP cavities near resonance, which was predicted by Whittacker's motional narrowing model$^{30,39}$. 
CHAPTER 2 LOCAL MOLECULAR PROBES OF ULTRAFAST RELAXATION CHANNELS IN STRONGLY COUPLED METALLOPORPHYRIN-CAVITY SYSTEMS


2.1 Introduction

The manipulation of excited state molecular dynamics via fully quantum mechanical means remains one of the central goals of the chemical physics community. To achieve this lofty goal researchers have begun to assess the ability of resonator photons to control the photophysics and photochemistry of cavity-confined molecules. In particular, by embedding photo-activated molecules in a nano or micro-scale electromagnetic resonator one can take advantage of the quantum nature of photonic fluctuations to form strongly coupled states of light and molecular electrons known as cavity polaritons. Over the course of the last few years theorists have predicted cavity polariton formation amends several molecular properties including photochemical rates and excited state photophysical processes such as singlet fission.

In contrast to these theoretical predictions, studies examining the experimental dynamics of molecular polaritons conclude the presence of a large density of dark states corresponding to molecules uncoupled from cavity photons impedes the precise manipulation of excited state molecular processes central to quantum mechanically controlled optoelectronic technologies. In particular, the authors of these studies propose when one excites the higher energy of the two polariton states, the upper polariton (UP), localization into the reservoir of dark states (DS) out-competes non-radiative relaxation into the lower
polariton (LP) and complicates how polariton formation can be used to amend molecular dynamics crucial to applications such as lasers, light emitting diodes, and photo-catalytic platforms. Despite these claims, it remains unclear if the dynamics uncovered in these studies stem from the choice of optical transitions to probe.

Given their large linear and nonlinear interactions with light, many researchers examine polariton dynamics by measuring changes in the transmission or reflection of a probe pulse resonant with one or both of the polaritonic transitions\textsuperscript{56,58}. While straightforward in principle, the collective nature and many-body interactions necessary to form stable polaritons complicates the interpretation of these dynamical spectroscopic signals. Specifically, recent studies report non-zero $\Delta T/T$ or $\Delta R/R$ signatures appear at the polariton energies for pump-probe time delays exceeding the known lifetimes of molecular excited states\textsuperscript{56,58}. Researchers propose these features result from a variety of sources ranging from reduction of the vacuum Rabi splitting energy due to depletion of the molecular ground state and excited state absorption into the manifold of multi-polaritonic states.

The choice of probe energy in assessing the ultrafast dynamics of cavity polaritons can be cast clearly by considering samples in which zinc (II) tetraphenyl porphyrin (ZnTPP) molecules couple strongly to photonic fluctuations in micro-scale Fabry-Pérot cavity structures. Early studies by Lidzey and co-workers indicated the lower polariton (LP) state relaxed into the states of localized ZnTPP molecules at a rate of 0.33 ps$^{-1}$ and did not depend dramatically on the Hopfield coefficients characterizing the photonic and molecular contributions to the LP state\textsuperscript{59}. In stark contrast, we showed previously the ultrafast relaxation from the UP to the localized states of ZnTPP can occur as fast as 2.25 ps$^{-1}$ when we probed the dynamics experimentally through the lens of excited state absorption.
processes imprinted onto the localized ZnTPP molecules\textsuperscript{4}. Furthermore, we found this localization rate depended sensitively on the concentration of ZnTPP we embed within the resonator structure. These differences indicate local molecular probes can play an important role in assessing how polariton formation affects ultrafast relaxation dynamics of molecular moieties. While we showed experimentally the conversion of polaritons into localized molecules could occur more rapidly than thought previously, in that study we did not fundamentally assess the dynamical mechanism of polaritonic control. Moreover, we did not extend our studies to other metalloporphyrin moieties to uncover trends in cavity-amended dynamics.

In this study we systematically analyze both steady-state and time-resolved spectroscopic measurements to understand how polariton formation affects non-radiative relaxation in ZnTPP and copper (II) tetraphenyl porphyrin (CuTPP). Like other metalloporphyrins, ZnTPP and CuTPP both possess two prominent absorptive transitions in the visible region, a transition between the $S_0$ and $S_2$, or B, states denoted the Soret transition near 400 nm and a transition between the $S_0$ and $S_1$, or Q, states near 530 nm. While both transitions stem from a degenerate set of HOMO states, configuration interactions split these states’ energies and cause the observation of distinct peaks in the absorption spectrum in ZnTPP and CuTPP\textsuperscript{60}. Given its significantly larger oscillator strength, we use the Soret transition of each molecule to form cavity polaritons, like several previous studies\textsuperscript{4,5,59,61}.

Our using ZnTPP and CuTPP to study polariton dynamics benefits from earlier work on the ultrafast dynamics of each molecule in solution phase. Zewail and co-workers show when one pumped the Soret transition of ZnTPP, the photoexcited electronic population internally converts with a rate of 0.67 ps$^{-1}$ to the molecule’s Q state\textsuperscript{62}. In addition, these
researchers found the B state of ZnTPP absorbs probe pulses possessing central energies between 2.14 eV and 1.77 eV, which allows one to characterize the internal conversion process directly through conventional pump-probe measurements. Furthermore, while they could not measure the dynamics of light emission from the B state excited initially with their pump pulse, they did find the B state emits fluorescence. This light emission competes with the internal conversion process and affects the overall efficiency of the non-radiative relaxation in ZnTPP.

Several studies report the ultrafast spectroscopic excited state dynamics of CuTPP differ significantly from those of ZnTPP\textsuperscript{63–66}. Most recently, Jeong et al. show the initially excited B state of CuTPP decays to the molecule’s Q state within the 100 fs temporal resolution of their time-resolved spectroscopic apparatus. Following this initial decay, these authors show the Q state relaxes into the manifold of triplet states at a rate of $\sim 4$ ps\textsuperscript{-1} in benzene. We found similar results in toluene. The ultrafast formation of the triplet states in CuTPP stems from the open shell configuration of the central Cu atom, which confers a total doublet multiplicity onto the molecular electronic states possessing both singlet and triplet spin configurations. While the fundamental processes governing the ultrafast dynamics of CuTpP differ from those that dominate similar dynamics in ZnTPP, several authors show the triplet absorption between 2.64 eV nm and 2.48 eV allows one to track the formation of triplet states directly following photo-excitation\textsuperscript{63–66}.

We leverage the existing knowledge of the ultrafast excited state dynamics of ZnTPP and CuTPP to study how cavity polariton formation affects non-radiative relaxation processes. In particular, we use the established spectral signatures of specific excited electronic states characteristic to localized molecules within cavity structures to assess the rates at
which polaritons formed from each respective chromophore localize. We also vary the concentration of each respective chromophore inside different Fabry-Pérot (FP) cavity structures to understand how the change in the collective coupling of photons and molecules affects polariton relaxation rates.

To achieve our goal, we develop quantitative models of the transmission spectra of cavity polaritons formed from each molecule and use the coherence of the photonic contribution to the polariton states as an additional restraint on relaxation rates of the polariton states imprinted on the properties of peaks corresponding to each polariton in steady-state transmission spectra. For the case of ZnTPP, we use these upper limits on the relaxation rates in a kinetic model to motivate a physical picture in which the vibronic couplings present in ZnTPP play a critical role in how polariton formation can control ultrafast excited state relaxation. We find the lifetime of the UP state reduces significantly as we increase the concentration of chromophores within the FP resonators. Based on currently predominant theories of polariton relaxation, we use a harmonic model of polaritonic potential energy surfaces to propose vibronic resonances enhance a direct, interpolaritonic nonradiative relaxation path that can populate the LP substantially before the UP decays to the DS manifold. Furthermore, vibrationally mediated relaxation from the dark states to the LP increase with the collective vacuum Rabi splitting energy, $\hbar \Omega_R$, and drive an overall increased rate of localization into cavity-embedded ZnTPP molecules. By comparing to models in which we neglect these interpolaritonic relaxation we find the accurate prediction of the ultrafast localization rates necessitates we include these direct channels.

In the case of CuTPP, we find the fastest dynamical signals we measure in cavity polariton samples differ significantly from those we measure in the solution phase. We find
the transient absorption (TA) signal stemming from triplet excited state absorption (ESA) at 2.64 eV decays with an initial rate that does not depend on the intracavity chromophore concentration systematically, but is significantly slower than the rise of the triplet ESA in solution. By comparing to steady-state photoluminescence spectra of nano-fabricated control samples, we propose the ultrafast TA dynamics of CuTPP cavity polaritons stem from a novel ESA signal that decays as strongly coupled molecules localize into their individual excited states. We propose further experimental measurements to determine the fundamental mechanism explaining these findings. Our results indicate the important role of local molecular probes can play in elucidating the ultrafast non-radiative dynamics central to applicability of molecular cavity polaritons in optoelectronic and photochemical technologies.

2.2 Methods

Microscale Fabry-Pérot resonators were fabricated by first depositing 13 alternating layers of Si$_3$N$_4$ and SiO$_2$ under UHV conditions on a cleaned, optical grade fused silica substrate. Using a transfer matrix model, we designed the layers to possess equal thicknesses of approximately 60 nm. Ex situ ellipsometry measurements following deposition of the first Si$_3$N$_4$ layer showed a film thickness of 59.55 nm, which we presume was reproduced within 1 nm for the subsequent layers in the structure. We then formed films of poly methyl methacrylate (PMMA) from anisole-toluene solutions containing different concentrations of ZnTPP and CuTPP. To form active resonator layers capable of sustaining cavity polaritons, we spun 470 µL of the polymer/chromophore solutions on the DBR structure at 5500 rpm for ZnTPP and 6000 rpm for CuTPP. We capped the cavity structures with Al
layers whose thicknesses varied from 12 nm to 20 nm depending on the performance of the deposition system. A transfer matrix model indicates we form polaritons due to excitations of the TM mode (Transverse Magnetic) of the DBR structure detuned from the Soret resonances of ZnTPP and CuTPP by -235 meV and -286 meV, respectively, at normal incidence using these fabrication parameters. Angularly resolved transmission measurements confirmed the formation of cavity polaritons for all the samples we fabricated, as we show below.

Steady-state transmission measurements were carried out using a fiber-coupled deuterium lamp, free space optics to collimate the lamp output and focus the resulting beam onto the cavity samples, and a fiber-coupled spectrometer (OceanOptics OceanFX). Steady-state transmission spectra were taken at several incident angles to observe the dispersive and anti-crossing behavior of the cavity polariton transmission peaks. In addition to the cavity polariton samples, we fabricated DBR structures without converting them into complete cavity samples to reduce significant portions of the background on the polariton transmission spectra due to the highly dispersive DBR reflectivity. After subtracting the DBR background, we collected cavity polariton transmission spectra using light polarized in the plane of the optical table to ensure excitation of the TM mode of the DBR structure. We also used this system to measure steady-state absorption spectra of ZnTPP and CuTPP in polymer precursor solutions and characterized the energies and widths of the peaks corresponding to the Soret transition in each molecule, as we discuss in the Results section below. Steady-state photoluminescence measurements on CuTPP polaritons and control samples were made with a Horiba XPLoRA PLUS micro-spectrometer. We collected light emission spectra following excitation at 2.33 eV in a back-scattering geometry using a 10x
microscope objective.

Ultrafast transient absorption measurements were carried out using the 1.55 eV output of a regenerative amplified seed pulse from a Titanium-doped sapphire oscillator (Spectra Physics Solstice Ace). We frequency-doubled a portion of the amplified output to form 3.1 eV pump pulses. We used another portion of the fundamental output for our probe pulse. After steering the two beams to the sample, we overlapped them in space and collected the transmitted or reflected portions of the probe beam. We then steered those portions of the probe beam to a Si photodiode to which we affixed a 30 meV wide band-pass filter chosen based on excited state absorption features pertinent to cavity polariton localization in samples formed from each respective metalloporphyrin. For ultrafast transient transmission measurements on ZnTPP polariton samples we used the band of white light continuum around 1.97 eV formed in a 3 mm thick sapphire plate to probe internal conversion from the B state manifold involved in polariton formation to the Q states of localized molecules. Additionally, we used the output of an optical parametric amplifier to form <50 fs pulses at 2.64 eV to probe the formation of triplet states in localized CuTPP molecules following polariton pumping. To ensure transient measurements under resonant conditions between the molecular resonances and vacuum electromagnetic field of the cavity mode, we angled the Fabry-Pérot structure nearly 50 ° relative to the pump incidence direction. We construct the transient absorption signals by measuring both transient transmission and reflectivity using the equation $\Delta A = -\Delta T - \Delta R$. We extract the relaxation rates following pump excitation by deconvolving a Gaussian response function from the transient absorbance (TA) data whose shape matches that of the rise of the measured signal. We find these response functions change between ~ 225 fs and ~100 fs for transient
measurements on ZnTPP and CuTPP, respectively, which are consistent with the difference in the mechanism through which we form probe pulses in each measurement.

To establish a fundamental physical understanding of changes to the dynamics of ZnTPP polaritons as a function of $\hbar \Omega_R$, we used the numerical diagonalization of harmonic potential energy surfaces (PESs) of polariton states to compute their vibrational sub-states based on the methods of Mukamel and co-workers, which we used previously to understand the resonance Raman spectra of molecular polaritons theoretically\textsuperscript{5,46,67,68}. This approach allowed us to compute the vibrational sub-structure of the each respective polariton state, their overlaps, and the matrix elements of different molecular operators, as we define below. We assigned the modes along which each chromophore re-organizes using density functional theory calculations with B3LYP exchange and correlation functionals\textsuperscript{69–71} and the 6-31g(d,p) basis set as implemented in the Gaussian09 package\textsuperscript{72}.

2.3 Results

Figure 2.1 compares the UV-vis absorption spectra of ZnTPP and CuTPP in the region around the Soret resonance of each respective molecule to the transmission spectrum of a model cavity structure we computed using transfer matrix theory with the parameters detailed in the Methods section. Figure 2.1 shows the established blue-shift of the CuTPP Soret resonance relative to its counterpart in ZnTPP. Close inspection of the absorption spectra show the excited state photo-physics of each molecule differ despite the resemblance of the structure of their respective macrocycles. In particular, we can discern the presence of a clear vibronic overtone in the absorption spectrum of ZnTPP we assign to a nearly 1190 cm$^{-1}$ totally symmetric vibration found from DFT calculations and shown
Table 2.1: Quantitative comparison between the steady-state energy ($\hbar \omega$) and width ($\Gamma$) of Soret resonances in the absorption spectra of solution phase ZnTPP and CuTPP molecules and the energy and width of the transmission spectrum of a model cavity model consistent with our experimental fabrication parameters.

<table>
<thead>
<tr>
<th>Sample</th>
<th>$\hbar \omega$ [eV]</th>
<th>$\Gamma$ [ps$^{-1}$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>ZnTPP</td>
<td>2.923 ± 0.001</td>
<td>9.7 ± 0.3</td>
</tr>
<tr>
<td>CuTPP</td>
<td>2.984 ± 0.001</td>
<td>13.7 ± 0.1</td>
</tr>
<tr>
<td>Cavity</td>
<td>2.900 ± 0.07</td>
<td>11.8 ± 0.1</td>
</tr>
</tbody>
</table>

in the top right panel of Figure 2.1. In contrast, we model the absorption spectrum of CuTPP using a 394 cm$^{-1}$ vibrational mode shown in the bottom right panel of Figure 2.1 whose low frequency causes the appearance of a shoulder on the blue-edge of the molecule's Soret resonance. This difference suggests the reorganization of the B state in each molecule differs due to the difference in the electronic configuration of each respective central metal cation, which is also consistent with difference in the B state lifetimes established experimentally in previous studies$^{62,65,66}$.

We model the cavity transmission spectrum for an incidence angle of 52$^\circ$ to simulate resonant photon-molecule interactions given the detuning of our resonator structures from the molecular resonances, as we detailed above. We find the width of the cavity resonance nearly matches that of each respective molecular resonance. We tabulate the energies and widths of each peak of Figure 2.1 in Table 2.1.

The comparison in Figure 2.1 confirms a fundamental difference in the collective nature of the electronic states of molecules and the photons in the cavity mode. In particular, we need to model the molecular absorption peaks using Gaussian lineshapes due to the inhomogeneous broadening caused by differences in the local microscopic environments surrounding each excited molecule and we cannot assess the lifetime of the B state of
Figure 2.1: Left panel: comparison of the measured and modeled absorbance spectra of zinc (II) tetraphenyl porphyrin (ZnTPP) and copper (II) tetraphenyl porphyrin (CuTPP) to the transmission spectrum of a cavity mode calculated using our experimental fabrication parameters in a custom transfer matrix model. Model absorption spectra are calculated using harmonic potential energy surfaces displaced along reorganization modes identified by the vibronic overtones present in experimental spectra. We set the incident angle to 52° to approximate resonant molecule-cavity coupling for the CuTPP chromophore, as indicated by the overlap of those spectra. Top right panel: spatial representation of the eigenvector of a 1190 cm$^{-1}$ totally symmetric vibration of ZnTPP we assign as the mode along which the B state of this molecule re-organizes based on the linear absorption spectrum shown in the left panel. Bottom right panel: spatial representation of the eigenvector of a 394 cm$^{-1}$ totally symmetric vibration of CuTPP we assign as the mode along which the B state of this molecule re-organizes based on the linear absorption spectrum shown in the left panel.

either molecule from the width of the Soret peak directly. In contrast, the coherent nature of photons within the cavity mode means we can extract photonic lifetimes directly from the width of the Lorentzian peak in the model transmission spectrum.

The panels of Figure 2.2 compares the dispersion of the UP and LP states as a function of in-plane cavity photon momentum for three samples containing different concentrations of ZnTPP and three samples containing different concentrations of CuTPP. We model these dispersion curves using the equations

\[ E_{LP}(\theta) = \frac{E_{ph}(\theta) + E_{ex}}{2} - \frac{1}{2} \sqrt{\left[E_{ph}(\theta) - E_{ex}\right]^2 + 4V^2}, \]

(2.1a)
\[ E_{UP}(\theta) = \frac{E_{ph}(\theta) + E_{ex}}{2} + \frac{1}{2} \sqrt{\left[ E_{ph}(\theta) - E_{ex} \right]^2 + 4V^2}, \] (2.1b)

where \( E_{ph}(\theta) = E_{cutoff} \left( 1 - \frac{\sin^2\theta}{n_{eff}} \right)^{-1/2} \) is the dispersive energy of the cavity photon as a function of the angle the incident field makes with the surface normal of resonator structure, \( \theta \), \( E_{ex} \) is the energy of the excitonic Soret resonance, which we established from the models in Figure 2.1, and \( V \) is the strength of the interaction between cavity photons and molecular excitons. Since we load the cavity structures with chromophores, we also allow for the adjustment of the intracavity index of refraction from that of neat PMMA, which we call \( n_{eff} \). We use the relation \( \hbar \Omega_R = 2V \) to estimate the collective vacuum Rabi splitting for each polariton sample.

The dispersion curves of the cavity polariton transmission spectra for all our samples formed from polymer precursor solutions of ZnTPP and CuTPP demonstrate our successful formation of polaritons using both chromophores at all intracavity concentrations. These spectra show the polariton states formed using CuTPP lie at higher energies than their counterpart formed from ZnTPP, which conforms with the relative blue-shift of the Soret resonance of CuTPP when compared to ZnTPP we found in steady-state absorption spectra shown in Figure 1. We detail the model parameters used to explain the experimental dispersion curves in Table 2.2.

Unlike the case of cavity polariton formation using the progression of vibronic transitions common to acene molecules such as tetracene and rubrene, we do not observe the formation of a middle polariton state when we strongly couple ZnTPP to cavity photons despite the presence of a vibronic overtone in this molecule’s absorption spectrum. We attribute this difference in the polariton spectra of these respective samples to quan-
Table 2.2: Quantitative comparison between the collective vacuum Rabi splitting energies, cavity photon energy cutoff, and effective index of refraction found from models of the polariton dispersion curves shown in the panels of Figure 2.1.

<table>
<thead>
<tr>
<th>Chromophore</th>
<th>Conc. [mM]</th>
<th>$\hbar \omega_R$ [meV]</th>
<th>$E_{cutoff}$ [eV]</th>
<th>$n_{eff}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>ZnTPP</td>
<td>0.498</td>
<td>77</td>
<td>2.68</td>
<td>1.84</td>
</tr>
<tr>
<td></td>
<td>0.996</td>
<td>108</td>
<td>2.66</td>
<td>1.84</td>
</tr>
<tr>
<td></td>
<td>1.991</td>
<td>160</td>
<td>2.63</td>
<td>1.84</td>
</tr>
<tr>
<td>CuTPP</td>
<td>0.499</td>
<td>85</td>
<td>2.65</td>
<td>1.82</td>
</tr>
<tr>
<td></td>
<td>0.988</td>
<td>117</td>
<td>2.66</td>
<td>1.82</td>
</tr>
<tr>
<td></td>
<td>1.966</td>
<td>164</td>
<td>2.68</td>
<td>1.82</td>
</tr>
</tbody>
</table>

Quantitative differences in the relative intensities of the vibronic overtones in these molecules. For example, while the 0-1 vibronic transition of tetracene is over 50% as intense as the 0-0 transition of this molecule in solution, we find the 0-1 vibronic overtone of the Soret resonance in ZnTPP is 7% as intense as the transition at the vibrational origin. This significant difference in the oscillator strengths of the vibronic transitions of ZnTPP implies one cannot form polaritons from 0-1 transition at the chromophore concentrations we use in our samples.

Given the collective nature of the coupling between the cavity photons and metalloporphyrin chromophores, we expect $\hbar \Omega_R \propto \sqrt{C} g^2$, where $g$ is the strength of the light-matter coupling and $N$ is the number of chromophores coupled to the cavity photons. Figure 2.3 confirms this expectation by showing the values of the collective vacuum Rabi splitting energies we find from our models using Eq. (2.1) obey square root dependence on the concentration of each chromophore we form in polymer precursor solutions prior to cavity fabrication.

Figure 2.4 shows the transmission spectra of cavity structures in which we embedded different concentrations of ZnTPP and CuTPP at angles that maintain the cavity-molecule resonance. One can discern the appearance of two distinct peaks in each of the transmis-
Figure 2.2: Top row of panels: comparison between the measured (open circles) and modeled (dashed line) dispersion of the upper polariton (UP, blue) and lower polariton (LP, red) states formed from the strong coupling of cavity photons to the Soret transition of ZnTPP molecules starting from a 0.498 mM (left), 0.996 mM (middle), and 1.991 mM (right) polymer precursor solutions. Bottom row of panels: comparison between the measured (open circles) and modeled (dashed line) dispersion of the upper polariton (UP, blue) and lower polariton (LP, red) states formed from the strong coupling of cavity photons to the Soret transition of CuTPP molecules starting from a 0.499 mM (left), 0.998 mM (middle), and 1.996 mM (right) polymer precursor solutions. The dispersion of the exciton Soret resonances and cavity photon energies are shown as solid and dashed black lines, respectively, in each panel.

sion spectra shown in Figure 2.4. However, the shapes of these peaks change as a function of the concentration of chromophores we embed in each respective cavity structure. In particular, we find the peaks corresponding to the UP states become increasingly asymmetric for polariton samples formed from the highest concentrations of both ZnTPP and CuTPP we consider.

To assess how the polariton states change in response to different concentrations of each molecule, we fit the peaks measured in the transmission spectra to Lorentzian shapes
Figure 2.3: Comparison of the concentration dependent values of $\hbar \Omega_R$ found from the dispersion of cavity polariton states formed from ZnTPP (red circles) and CuTPP (blue x’s) to $\sqrt{N}$ models confirming the collective nature of the strong coupling.

using two separate model functions. For the LP state we used a conventional Lorentzian shape possessing a constant width, $\Gamma$. In contrast, we fit the UP peaks using a Lorentzian possessing a phenomenologically asymmetric shape\(^76\), which we write as,

\[
I(\omega) = \frac{I_0}{[\omega - \omega_{UP}]^2 + [\Gamma_{UP}(\omega)]^2},
\]

(2.2)

where $\Gamma_{UP}(\omega) = 2\Gamma_{UP}/\{1 + \exp[a(\omega - \omega_{UP})]\}$ captures the asymmetry of the lineshape through the value of $a$ for a constant $\Gamma_{UP}$. Similar features appear in the absorption spectra of cavity polaritons formed from III-V semiconductor quantum wells and were shown to stem from the dispersive nature of exciton-exciton scattering in those systems caused by the finite effective mass of the exciton’s constituent charges\(^77\). In the case of our samples, we believe the asymmetric lineshapes stem from the dispersive density of states into which the UP decays non-radiatively following excitation. Given that we observe the
most prominent asymmetries for the largest chromophore concentrations, we believe the overlap of the UP state with the 0-1 vibronic transition of each molecule causes a portion of the asymmetry. However, the introduction of additional relaxation channels at higher chromophore concentrations can also cause similar effects and affect the UP transmission lineshape\textsuperscript{78}, as we discuss below.

Previous studies consider the effect of strong light-molecule coupling on the shapes of spectra emitted by cavity polaritons following localization into the reservoir of dark exciton states. In particular, Mony \textit{et al.} use the independence of the light emission lifetime of cavity polariton samples formed from perylene derivatives to propose most radiative relaxation stems from those cavity-embedded molecules decoupled from the cavity’s photons\textsuperscript{79}. However, many other studies stemming from fundamental treatments of the cavity photon-molecule interaction, like those we cite above, show the transmission, reflection, and absorption spectra of cavity polariton retain information on the coherent nature of the polariton states, which includes their lifetimes.

Table 2.3 compares the parameters we extract from fitting the peaks in Figure 2.4 to the shapes we detail above. One can ascertain several features of the dynamics of polaritons formed from each molecule directly from this comparison. First, cavity polaritons formed from CuTPP possess systematically broader peaks we assign to the LP state. This trend mirrors our observation that the peak corresponding to the Soret resonance of solvated CuTPP molecules is nearly 50\% wider than that of ZnTPP and likely stems from the broader width of the Soret peak in the absorption spectrum of CuTPP relative to that of ZnTPP shown in Figure 2.1 and reported in Table 2.1, as we discuss in more detail below. Second, we find the width of the UP state becomes significantly larger as we increase the
Figure 2.4: Comparison between the cavity polariton transmission spectra of samples formed from ZnTPP (left column of panels) to those formed from CuTPP (right column of panels) for the following chromophore concentrations in precursor polymer solutions: \( \sim 0.5 \text{ mM} \) (top panels), \( \sim 1 \text{ mM} \) (middle panels), \( \sim 2 \text{ mM} \) (bottom panels). We extract spectra following the fitting routine detailed in Methods.

concentration of either molecule within the cavities. This increase in peak width with increased concentration occurs simultaneously with our need to increase the asymmetry of the UP peak, as indicated by the value of the asymmetry parameter, \( a \).

The values of the UP state energies at the highest intracavity concentration of each chromophore found from our fits to the peak shapes using the phenomenological model detailed above differ from values we find from simply identifying the peak position by
Table 2.3: Quantitative comparison between the energies and widths of cavity polaritons formed from the stated concentrations of ZnTPP and CuTPP in cavity structures prepared using the procedures detailed in Methods.

<table>
<thead>
<tr>
<th>Chromophore</th>
<th>Conc. [mM]</th>
<th>$\hbar\omega_{LP}$ [eV]</th>
<th>$\Gamma_{LP}$ [ps$^{-1}$]</th>
<th>Asym. Factor</th>
<th>$\hbar\omega_{UP}$ [eV]</th>
<th>$\Gamma_{UP}$ [ps$^{-1}$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>ZnTPP</td>
<td>0.498</td>
<td>2.871±0.001</td>
<td>8.61±0.4</td>
<td>0</td>
<td>2.977±0.001</td>
<td>11.7±0.3</td>
</tr>
<tr>
<td></td>
<td>0.996</td>
<td>2.856±0.001</td>
<td>9.12±0.1</td>
<td>29.64</td>
<td>2.915±0.002</td>
<td>68.4±4.6</td>
</tr>
<tr>
<td></td>
<td>1.991</td>
<td>2.825±0.001</td>
<td>8.80±0.1</td>
<td>29.11</td>
<td>2.872±0.015</td>
<td>328±63</td>
</tr>
<tr>
<td>CuTPP</td>
<td>0.499</td>
<td>2.918±0.001</td>
<td>11.7±0.3</td>
<td>0.015</td>
<td>3.027</td>
<td>18.5</td>
</tr>
<tr>
<td></td>
<td>0.985</td>
<td>2.898±0.001</td>
<td>19.7±0.4</td>
<td>20.38</td>
<td>2.911±0.016</td>
<td>160±63</td>
</tr>
<tr>
<td></td>
<td>1.986</td>
<td>2.877±0.001</td>
<td>10.3±0.1</td>
<td>24.82</td>
<td>2.895±0.006</td>
<td>631±114</td>
</tr>
</tbody>
</table>

hand, as done in most studies. While there exists no fundamental understanding of this discrepancy currently, we point out fundamental theoretical treatments of vibrational anharmonicity do predict asymmetric peak shapes in vibrational spectra coincide with shifts in the apparent peak positions\textsuperscript{80–83}. In the case of vibrational spectra, these coupled features of the peak characteristics stem from the presence of a dispersive density of states into which vibrational excitations can decay. This analogy to vibrational spectra may suggest the presence of a dispersive density of states into which the UP can decay when the energy of this state becomes pushed to higher and higher values through stronger and stronger coupling between cavity photons and the intracavity molecular chromophores. However, we do not investigate this facet of the polaritons in the current study.

The changes of peak shapes in steady-state polariton transmission spectra indicate the relaxation dynamics of metalloporphyrin cavity polaritons depend sensitively on the value of $\hbar\Omega$. To investigate this possibility, we undertook ultrafast transient spectroscopic studies of the ZnTPP and CuTPP cavity polariton samples whose steady-state spectra we show in Figures 2.2 and 2.4.

Figure 2.5 shows the comparison between the ultrafast transient absorption signals we measure at 1.97 eV for the 3 ZnTPP samples and at 2.64 eV for the 3 CuTPP samples whose
Figure 2.5: Comparison of the ultrafast transient absorption of cavity polariton samples formed from precursor polymer solutions containing ∼0.5 mM (blue), ∼1 mM (green), and ∼2 mM (red) of ZnTPP (top panel) and CuTPP (bottom panel) following 3.1 eV excitation. We probe ZnTPP and CuTPP cavity polariton samples at 1.97±0.015 eV and 2.64±0.015 eV, respectively.

steady-state transmission spectra are shown in Figure 2.5. We use a mutli-exponential model to extract the relaxation dynamics of each sample. In addition, we use an exponentially decaying sinusoidal function to extract the decay dynamics of each ZnTPP cavity polariton sample. The sinusoid stems from our excitation of coherent acoustic phonons in the Al thin film mirror whose evolution modulates both the transmission and absorption of the probe pulse. The first two decay rates we find from this analysis are shown in Table
2.4 as functions of chromophore concentration in the polymer precursor solutions.

The comparison in Figure 2.5 shows that the rate of the initial decay process in our ZnTPP samples increases as we increase the concentration of this molecular species in our polariton samples, as we have reported previously\(^4\). This increase in the initial decay rate coincides with the increased width of the peak we assign to the UP state in that steady-state transmission measurements shown in Figure 2.4. In addition, we find the overall behavior of the transient absorption signal of the ZnTPP cavity polaritons resembles that of solvated molecules reported by Zewail and our group previously\(^4,62\). In contrast, our analysis indicates the ultrafast localization dynamics of cavity polaritons formed from CuTPP do not change systematically as we change the concentration of this chromophore in our cavity structures.

For all three CuTPP cavity polariton samples we consider in this study we find an initial decay rate on the order of 1.3 ps\(^{-1}\). Furthermore, we find the overall behavior of the transient absorption signal of the CuTPP polaritons does not resemble that of solvated molecules reported previously. While the relaxation of solvated molecules into the triplet states of CuTPP manifests itself as a \(\sim 4.3\) ps\(^{-1}\) rise in the TA signal at 2.64 eV, we find TA signal for all the cavity polariton samples appears as an initial spike followed by a decay. The difference in the appearance of the TA signal from the CuTPP polaritons relative to solvated samples can be attributed to the significant increase in nonlinear interactions between the pump and probe pulses we anticipate to occur when these beams interact with the cavity polaritons\(^{31}\). However, this difference in the behavior of the TA signals complicates assignment of the states participating in polariton relaxation and necessitates further spectroscopic investigation to better understand from which mechanism the differ-
Table 2.4: Quantitative comparison between the decay rates of cavity polariton signals following a 3.1 eV pump pulse probed at 1.970±0.015 eV for samples formed from ZnTPP and at 2.64±0.015 eV for samples formed from CuTPP. We report these values for three different chromophore concentrations in precursor solutions made before cavity fabrication.

<table>
<thead>
<tr>
<th>Chromophore</th>
<th>Conc. [mM]</th>
<th>$k_1$ [ps$^{-1}$]</th>
<th>$k_2$ [ps$^{-1}$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>ZnTPP</td>
<td>0.498</td>
<td>0.87±0.07</td>
<td>0.052±0.003</td>
</tr>
<tr>
<td></td>
<td>0.996</td>
<td>1.28±0.07</td>
<td>0.051±0.004</td>
</tr>
<tr>
<td></td>
<td>1.991</td>
<td>2.25±0.10</td>
<td>0.063±0.004</td>
</tr>
<tr>
<td>CuTPP</td>
<td>0.499</td>
<td>1.32±0.05</td>
<td>0.032±0.006</td>
</tr>
<tr>
<td></td>
<td>0.988</td>
<td>1.22±0.05</td>
<td>0.014±0.003</td>
</tr>
<tr>
<td></td>
<td>1.966</td>
<td>1.43±0.06</td>
<td>0.015±0.003</td>
</tr>
</tbody>
</table>

Steady-state and ultrafast dynamical spectroscopic measurements suggest that cavity polaritons formed from ZnTPP differ fundamentally from those formed from CuTPP despite the fact that each organometallic molecule possesses the exact same organic ligand. To unravel how differences in the excited-state properties of each respective molecule imprint themselves on the dynamics of the cavity polaritons they form, we discuss the connections of the absorptive properties of ensembles of each molecular chromophore to the polariton spectra and possible mechanisms leading to polariton localization in each chromophore in separate sub-sections.

### 2.4 Connecting Molecular, Photonic, and Polaritonic Lineshapes and Lifetimes

The steady-state transmission spectra of Figure 2.4 indicate the cavity polaritons formed from ZnTPP and CuTPP differ on a fundamental level. As mentioned above and shown by several authors\textsuperscript{29,84,85}, strong coupling between the molecule and cavity photons imparts the photonic coherence onto the polariton states. However, the connection between
molecular and photonic broadening mechanisms to the widths of peaks in the steady-state spectra of polaritonic samples depends on the strength of the light-matter coupling. In the limit that $\hbar \Omega_R >> \Gamma_{inhom}$ and $\omega_{ph} = \omega_{ex}$, Houdré et al. show the width of both polariton peaks should be the geometric mean of the homogeneous widths of both the cavity photon and exciton peaks, i.e. $\Gamma_{pol} = (\Gamma_{ph} + \Gamma_{hom})/2^{29}$. In contrast, when $\hbar \Omega_R \approx \Gamma_{inhom}$ the same authors demonstrate the polaritons peaks possess a width of $\Gamma_{pol} = (\Gamma_{ph} + \Gamma_{inhom})/2$.

Using the values for $\Gamma_{ph}$ and $\Gamma_{inhom}$ and the fact our polaritons form in the limit that $\hbar \Omega_R \approx \Gamma_{inhom}$, we expect the peaks in the steady-state polariton spectra of ZnTPP and CuTPP should possess widths of $10.8 \pm 0.3$ ps$^{-1}$ and $12.7 \pm 0.1$ ps$^{-1}$, respectively. By comparing these values to those we report for the peak widths we find experimentally in Table 2.3, we find the model of Houdré et al. can qualitatively predict the widths of the LP peaks at all concentrations of ZnTPP, but cannot account for the significant broadening of the UP peaks for either chromophore we measure as we increase their concentrations in the polariton samples. We note for the reader that while Houdré et al. developed their treatment to explain the steady-state spectra of cavity polaritons formed from III-V semiconductor quantum wells, the equations stated above only necessitate the presence of an intracavity layer whose optical properties can be treated by a Lorentzian model, which can phenomenologically account for the dielectric properties of an ensemble of chromophores embedded with polymer layers like those we use to form our own cavity polariton samples.

The deviations between standard theories of polariton steady-state spectra and our measured results may result from changes in the ultrafast relaxation dynamics of metalloporphyrin cavity polaritons as we increase $\hbar \Omega_R$. Since strong light-matter coupling imparts the photonic coherence onto the polariton states, we expect one can infer the po-
lariton lifetime, $\tau_{pol}$, directly from the width of the polariton peaks. In the absence of new relaxation channels caused by polariton formation, we propose $\tau_{pol}$ will be $1/\Gamma_{pol} = 2/(\Gamma_{ph} + \Gamma_{inhom})$, as described above. However, when additional relaxation channels become active through polariton formation, the decay of the polariton states can increase beyond this simple superposition of weighted rates stemming from photonic and excitonic losses.

For example, in their early work on cavity polaritons formed from resonator-confined III-V semiconductor quantum wells, Tassone et al. found polariton formation created new channels through which the UP state could relax into the LP state directly through phonon scattering events. These workers predicted the presence of resonant coupling between the polariton states not only increased the UP to LP relaxation rate by almost a factor of 10, but also led to significant asymmetries between the relaxation rates of the UP and LP states. This asymmetry results from the fact that very few states lie below the LP state into which it can relax. These predictions indicate polariton formation can drive new types of relaxation processes that will affect polariton state lifetimes and should manifest themselves in the widths of polariton transmission peaks directly.

While Ref. 41 considers cavity polaritons formed from the excitons of nano-fabricated quantum wells of inorganic semi-conductors, we believe these interpolaritonic relaxation channels should be even more important in the dynamics of cavity polaritons formed from molecular chromophores since the localized molecular vibrations play no role in the conservation of polariton momentum. This lack of a role in momentum conservation implies the selection rules for vibrational transitions will be less strict in cavity polaritons formed from an isotropic sample of uncoupled molecules than inorganic systems whose electronic
excitations possess well-defined momentum in these materials’ Brillouin zones. This presumption conforms with more recent results from 2-dimensional electronic spectroscopic studies of the dynamics of cavity polariton samples formed from aggregates of a cyananine dye, which show UP population relaxes to the LP state via an interpolaritonic relaxation channel with the same efficiency as localization into the dark states (DS)\(^{86}\).

Under these conditions we expect the total polaritonic decay rate becomes \(\Gamma_{LP,UP} = |X_{ph}|^2\Gamma_{ph} + |X_{ex}|^2\Gamma_{inhom} + \Gamma_{pol}\), where \(\Gamma_{pol}\) represents the relaxation rate stemming from processes like phonon-mediated interpolaritonic scattering considered by Tassone et al. By determining \(\Gamma_{ph}\) and \(\Gamma_{inhom}\) from model calculations and steady-state absorption measurements in the solution phase, one can then subtract these values from the total width of the Lorentzian peak in the polariton transmission spectrum to estimate \(\Gamma_{pol}\). This approach provides a means to constrain unknown rates in the complex relaxation dynamics of strongly coupled molecules and better understand the overall dynamics of metalloporphyrin cavity polaritons, which we use below.

2.5 ZnTPP Cavity Polariton Localization Dynamics

To help determine the mechanism by which the rate of polaritons relax into the localized states of cavity-embedded ZnTPP molecules changes as a function of \(\hbar\Omega_R\), we modeled the dynamics of the state populations most likely to contribute to the results we found experimentally. Figure 2.6 shows the excited states involved and the defines the different rates of relaxation between them. Using these definitions, we find the populations obey
the following rate equations,

\[
\frac{dN_Q}{dt} = \Gamma_{IC}^{LP} N_{LP} + \Gamma_{IC}^{DS} N_{DS},
\]

(2.3a)

\[
\frac{dN_{LP}}{dt} = G_{LP}(t) + \Gamma_{LP}^{DS} N_{DS} + \Gamma_{UP}^{UP} N_{UP} - \left[ \Gamma_{IC}^{LP} + \alpha \Gamma_{ph}^{LP} \right] N_{LP},
\]

(2.3b)

\[
\frac{dN_{DS}}{dt} = G_{DS}(t) + \Gamma_{DS} N_{UP} - \left[ \Gamma_{IC}^{DS} + \Gamma_{LP}^{DS} \right] N_{DS},
\]

(2.3c)

\[
\frac{dN_{UP}}{dt} = G_{UP}(t) - \left[ \Gamma_{DS} + \Gamma_{LP}^{UP} + \alpha \Gamma_{ph}^{UP} \right] N_{UP},
\]

(2.3d)

where the factors \( G_i(t) \) correspond to photoexcitation of the \( i \)th state of the model by a 100 fs-wide Gaussian pulse weighted by the probability different states will absorb the pump pulse. In this model we neglect the radiative and non-radiative decay rates of the Q state since the time constant corresponding to these rates is at least \( 10^2 \) longer than the temporal window we consider experimentally in Figure 2.4. The term \( \alpha \) represents the square of the Hopfield coefficient characterizing the photonic contribution to each polaritonic state, \( |X_{ph}|^2 \), which we set to 0.5 given our undertaking the ultrafast measurements at resonant cavity-molecule conditions.

Previous studies use similar, simple rate equations to model the dynamics of polaritonic systems and determine how population flows from the UP states into its lower lying counterparts\(^{34,88,89}\). In particular, we use the approach of Tassone \textit{et al.} and explicitly consider a possible role for the direct relaxation between the UP and LP states\(^{78}\), as described above. Since we know the total decay rate of the UP state imprints itself on the width of corresponding peak in the steady-state transmission spectrum, we justify our consideration of a direct interpolaritonic decay channel by noting the width of the UP peak in Figure
2.4 increases significantly and becomes very asymmetric as we increase the concentration of cavity-embedded ZnTPP molecules. Furthermore, we expect only small changes in the polariton decay rates due to photonic losses and the localization rate $\Gamma_{DS}$, which should increase as dictated by the associated increase in the density of dark states caused by the additional chromophores we embed in each cavity structure.

Figure 2.6: Schematic representation of the states and relaxation rates pertinent to model the dynamics of ZnTPP cavity polaritons shown in Figure 2.4. GS is the global ground state, UP is the upper polariton, LP is the lower polariton, DS are the B states of localized ZnTPP molecules uncoupled from cavity photons, Q is the $S_1$ state of localized ZnTPP molecules within the cavity structure, $\Gamma_{UP}$ is the photonic loss from the UP state, $\Gamma_{LP}$ is the photonic loss from the LP state, $\Gamma_{UP\rightarrow LP}$ is the relaxation rate from UP to LP, $\Gamma_{DS}$ is the relaxation rate from UP to DS, $\Gamma_{DS\rightarrow LP}$ is the relaxation rate from DS to LP, $\Gamma_{IC}$ is the internal conversion rate from DS to Q, and $\Gamma_{IC}$ is the internal conversion rate from LP to Q.

In addition, we use our proposed relations between the polariton decay rates and those of the cavity photons and molecular excitons to estimate $\Gamma_{IC}$. Specifically, we equate

$$\Gamma_{LP} = |X_{ph}|^2 \Gamma_{ph} + |X_{ex}|^2 \Gamma_{inhom} = |X_{ph}|^2 \Gamma_{ph} + \Gamma_{LP},$$

which allows us to estimate $\Gamma_{IC} = \ldots$
\[ \Gamma_{LP} - |X_{ph}|^2 \Gamma_{ph} \] using the values of \( \Gamma_{LP} \) we measure experimentally and \( \Gamma_{ph} \) we find from our transfer matrix model calculations.

While we can accurately estimate the values of \( \Gamma_{DS}, \Gamma_{UP}, \Gamma_{LP}, \) and \( \Gamma_{IC} \) in Eqs. 2.3a-2.3b from Table 2.3, we must motivate values of the remaining rate constants from calculations that depend on the value of \( h\Omega_R \) we estimate from the spectra in Figure 2.4. Specifically, we computed the potential energy surfaces (PESs) of the UP and LP along a 1330 cm\(^{-1}\) vibrational mode. While our previous analysis suggests the B state of ZnTPP reorganizes along a vibrational mode near 1190 cm\(^{-1}\), which we show as an inset in Figure 2.1, Raman spectroscopy studies undertaken in resonance with the Soret transitions of other metalloporphyrins find substantial activity of totally symmetric ring stretching modes in the region between 1300 cm\(^{-1}\) and 1550 cm\(^{-1}\). These studies indicate the B states of these molecules also reorganize along such modes. Furthermore, our DFT calculations predict the most intense Raman active vibration of ZnTPP corresponds to a totally symmetric ring distortion mode whose harmonic frequency we find at 1400 cm\(^{-1}\). After multiplying by established anharmonic factors, we find this harmonic frequency shifts to nearly 1330 cm\(^{-1}\). By varying \( h\Omega_R \) in the computation of the polaritonic PESs, we find specific values of the vacuum Rabi splitting energy drive resonances between vibrational sub-levels on different polaritonic PESs. In particular, by changing \( h\Omega_R \) from 75 meV to 110 meV to 160 meV we reduce the energy gap between the \( \nu = 0 \) sub-level of the UP state and the \( \nu' = 1 \) sub-level of the LP state when we consider PESs along the 1330 cm\(^{-1}\) mode, as shown in the panels of Figure 2.7. Previously, we proposed similar resonances cause interference in the Raman scattering excitation spectra of molecular cavity polaritons\(^5\).

Given the dependence of the transition probability on the energy gap between the
Figure 2.7: Comparison between the harmonic potential energy surfaces of the upper (blue) and lower (red) polariton states along a 1330 cm$^{-1}$ reorganization mode for vacuum Rabi splitting energy values of 75 meV (left panel), 110 meV (middle panel), and 160 meV (right panel). The $\nu = 0$ and $\nu = 1$ vibrational states on each PES are shown as solid and dashed lines, respectively.

states involved in the transition, we use a simple time-dependent perturbation calculation to conservatively estimate how much the probability of making a non-radiative transition from the UP to LP, $P_{UP \rightarrow LP}$, changes as a function of polariton vibronic resonance conditions we depict in the panels of Figure 2.7. Given the finite lifetime of the UP due to decay to the DS and free space photons, we expect $P_{UP \rightarrow LP} \propto |c_{LP}|^2$ where,

$$c_{LP} = \frac{i}{\hbar} \int_0^t dt' V_{UP\nu,LP\nu'} e^{i(\omega_{LP\nu'} - \omega_{UP\nu})t'} e^{-(\Gamma_{UP} t')},$$

(2.4)

the interaction matrix is,

$$V_{UP\nu,LP\nu'} = \hbar^2 J_{UP,LP} \int dq \chi_{UP\nu}^* (q) \frac{\partial}{\partial q} \chi_{LP\nu'} (q),$$

(2.5)
for an interpolaritonic coupling $J_{UP,LP}$ caused by the kinetic energy of the molecule’s nuclei as defined by Bixon and Jortner\textsuperscript{92}, and $\Gamma_{UP}$ is the sum of the rates of population loss from the UP caused by photonic decay and localization into the dark states, which we assume is $\sim 11.2$ ps$^{-1}$ based on the width we find in the polariton transmission spectra and detail in Table 2.3 for the 0.498 mM ZnTPP polariton sample. We presume the $UP \rightarrow LP$ relaxation process adds a factor of 0.5 ps$^{-1}$ to the overall decay rate to produce the 11.7 ps$^{-1}$ rate we report in Table 2.3. Furthermore, we presume the normal coordinate $q$ corresponds to the 1330 cm$^{-1}$ vibrational mode along which we calculate the polaritonic PESs. More elaborate theoretical descriptions of the coupling between the polaritonic states may better estimate the value of these interactions\textsuperscript{50}, but are beyond our capabilities currently.

Figure 2.8: The dependence of the probability of making a non-radiative transition between the upper and lower polaritons due to the interactions caused by the nuclear momentum on the vacuum Rabi splitting energy, $\hbar \Omega_R$, between the polaritonic potential energy surfaces. Vertical blue, green, and red lines correspond to the values of $\hbar \Omega_R$ used to assess the PES in Figure 2.7 and qualitatively resemble the values observed experimentally.

Figure 2.8 shows how $P_{UP \rightarrow LP}$ depends on the value of the Rabi splitting energy separating the manifold of states in each respective polaritonic state. In Figure 2.8, we show
Table 2.5: Comparison between the values of $\hbar \Omega_R$ found from models of the dispersion of ZnTPP cavity polaritons to the energies and intensities of local molecular vibrations found from DFT calculations.

<table>
<thead>
<tr>
<th>Chromophore</th>
<th>Conc. [mM]</th>
<th>$\hbar \Omega_R$ [meV]</th>
<th>$\hbar \omega_\nu^{(1)}$ [meV]</th>
<th>$I^{(1)}$ [a. u.]</th>
<th>$\hbar \omega_\nu^{(1/2)}$ [meV]</th>
<th>$I^{(1/2)}$ [a. u.]</th>
</tr>
</thead>
<tbody>
<tr>
<td>ZnTPP</td>
<td>0.498</td>
<td>77</td>
<td>79</td>
<td>10.14</td>
<td>40</td>
<td>2.1</td>
</tr>
<tr>
<td></td>
<td>0.996</td>
<td>108</td>
<td>107</td>
<td>51.6</td>
<td>56</td>
<td>0.4</td>
</tr>
<tr>
<td></td>
<td>1.991</td>
<td>160</td>
<td>165</td>
<td>1371</td>
<td>81</td>
<td>71.7</td>
</tr>
</tbody>
</table>

the values of $\hbar \Omega_R$ used to form the PESs in Figure 2.7 as color-coded, vertical lines. Inspecting Figure 2.8, we find two important facets of the calculated transition probability. First, we find relatively large transition probabilities for small values of $\hbar \Omega_R$. At these small vacuum Rabi splitting energies the two polaritons states remain in close energetic proximity and can more easily couple to one another, as expected from previous theoretical treatments of the non-radiative polaritonic relaxation rate$^{93}$. In addition, one anticipates a lower density of dark states for these values of $\hbar \Omega_R$, which would reduce the magnitude of $\Gamma_{DS}$ in these molecule-cavity systems. As a second point of importance shown in Figure 2.8, we highlight the increase in $P_{UP \rightarrow LP}$ as $\hbar \Omega_R$ approaches the energy of the vibrational mode along which the polaritons reorganize. We find the probability at these vacuum Rabi splitting energies nearly doubles relative to the small values of $\hbar \Omega_R$. This finding can also help explain the substantial broadening of the peak corresponding to the UP state in the transmission spectra of Figure 2.4 for the largest concentration of ZnTPP we consider. In the presence of an increasing interpolaritonic relaxation rate, the width of the transmission peak should also increase due to the lifetime broadening caused by the introduction of an additional channel through which the UP state can decay. We use these qualitative trends in the transition probability to estimate the dependence of the interpolaritonic rate $\Gamma_{LP}^{UP}$ on the intracavity ZnTPP concentration.
While we observe a vibronic overtone in the absorption spectrum of ZnTPP we assign to structural re-organization of this molecule’s B state along the normal coordinate corresponding to a totally symmetric vibration at 1190 cm$^{-1}$, there is no fundamental reason this vibration should dominate the non-radiative relaxation of the UP state in strongly coupled photon-ZnTPP samples. As shown by Eq. (2.5), we expect those vibrational modes most able to couple the UP and LP via the constant $J_{UP,LP}$, to dominate the non-radiative relaxation, which will correspond to the vibrations possessing the largest Raman intensity. The results of Somaschi et al. support this physical picture. In their study, these authors find resonance conditions between the DS reservoir and vibronically excited sub-levels of the LP state induce large rates of incoherent pumping of the polariton state following resonant excitation of bare excitons. However, one only observes these enhanced pumping rates when the detuning of the cavity photon energy from that of the molecular exciton transition matched the frequency of intense peaks in the vibrational Raman spectrum of the molecule of interest.

To further motivate the manner in which we expect the quantitative values of non-radiative decay rates to vary with changes to the collective vacuum Rabi splitting energy, we consider the intensity of Raman-active vibrations found from our DFT calculations whose energies lie close to both $\hbar \Omega_R$ and $\hbar \Omega_R/2$ for each ZnTPP cavity polariton, as we compare in Table 2.5. These comparisons reveal two important implications for understanding the ultrafast dynamics of ZnTPP cavity polaritons. First, since the 1330 cm$^{-1}$ (165 meV) vibration possesses such a dramatically larger intensity than the vibrations maintaining interpolaritonic resonances in lower concentration polariton samples, we expect the 1330 cm$^{-1}$ mode will dominate the non-radiative relaxation of the UP state in all
the samples, as we discussed above.

Second, not only do we expect vibrational resonances to enhance a coupling between the UP and LP states as we increase the value of $h\Omega_R$ near 160 meV, but we also anticipate enhancement of the relaxation rates $\Gamma_{DS}$ and $\Gamma_{LP}^{DS}$. This anticipation stems from the fact that we drive a resonance between the UP state and DS reservoir and a resonance between the DS reservoir and the LP state along a Raman-active vibration possessing a scaled energy of 81 meV whose intensity is an order of magnitude larger than those of the vibrations that maintain similar resonances for $h\Omega_R$ values of 77 meV and 108 meV. The large increase in the Raman activity of the vibration capable of mediating a resonant relaxation channel between the relevant states of increasingly strongly coupled ZnTPP cavity polariton samples indicates those relaxation processes should also become progressively more probable as we increase $h\Omega_R$.

We propose to understand the role of interpolaritonic conversion on the localization of strongly cavity-coupled ZnTPP molecules into their Q states by modeling the dynamics of the excited state populations shown in Figure 2.5 using solutions to Eq. (2.3) with rates estimated from the following equations,

\begin{align*}
\Gamma_{UP} &= \alpha \Gamma_{ph}^{UP} + \alpha \Gamma_{ZnTPP} + \Gamma_{DS} + \Gamma_{LP}, \\
\Gamma_{LP} &= \alpha \Gamma_{ph}^{LP} + \alpha \Gamma_{ZnTPP} + k_{IC}^{LP},
\end{align*}

(2.6)

where we set $\alpha = 0.5$. We find the rate $\Gamma_{LP}^{IC}$ by quantifying the rate $\Gamma_{ph}^{LP}$ from Table 2.1 and $\Gamma_{DS}^{IC}$ from experimental solution phase transient absorption signal of ZnTPP and sub-
tracted these rates from the overall width of the LP peak in each steady-state spectrum of the ZnTPP cavity polaritons shown in the lefthand panels of Figure 2.4. Furthermore, we estimate the rates $\Gamma_{DS}$ and $\Gamma_{UP}^{LP}$ by subtracting the rate $\Gamma_{ph}$ in Table 2.1 and $\Gamma_{IC}^{DS}$ established by modeling the resonator structure and measuring the solution phase transient absorption signal of ZnTPP, respectively, and subtracting these rates from the overall width of the UP peaks. Moreover, we estimated the rate $\Gamma_{DS}^{LP}$ from previous experimental studies of ultrafast polariton dynamics. Based on the values we report in Table 2.5 for vibrations mostly likely to participate in the non-radiative relaxation of ZnTPP cavity polaritons, we propose the rates $\Gamma_{LP}^{UP}$, $\Gamma_{DS}$, and $\Gamma_{LP}^{DS}$ will increase by factors of 2 and 10 as we increase $\hbar\Omega_R$ from 77 meV to 110 meV and 160 meV, respectively. While one cannot use these values to quantitatively reproduce $\Gamma_{UP}$ for the two more concentrated samples reported in Table 2.3, they provide conservative estimate to enable our probing how the probability of these dynamical processes impacts the overall localization rate. To estimate a total conversion rate, we invert the time at which the Q state population reaches $1 - \exp(-1)$ of the initial population excited into the UP state, $N_{UP}(0)$. We report the values of each rate used in the model defined by Eq. (2.3) in Table 2.6. We mark those values we found from our experiments with an asterisk in Table 2.6.

The panels of Figure 2.9 shows the results of the model simulations using these parameters. We use $N_{UP}(0)$ values of 1, 4, and 9 for the dynamical simulations of the $\hbar\Omega_R$ values of 77 meV, 110 meV, and 160 meV, respectively. Using these models we find as we increase ZnTPP concentration, we observe a corresponding increase in the localization rate of the Q state population. Quantitatively, we find $\Gamma_{IC}$ increases from $0.87 \text{ ps}^{-1}$ to $1.20 \text{ ps}^{-1}$ to $2.34 \text{ ps}^{-1}$ as we increase [ZnTPP] from 0.5 mM to 1 mM to 2 mM, respectively. These
Table 2.6: Relaxation rates of pertinent decay channels in a ZnTPP cavity polariton at Rabi splitting energies of 70, 110, and 160 meV. All model parameters found from experimental measurements are denoted with an asterisk.

<table>
<thead>
<tr>
<th>rate [ps$^{-1}$]</th>
<th>Conc. [mM]</th>
<th>0.498</th>
<th>0.996</th>
<th>1.991</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Gamma_{UP}$</td>
<td>0.5</td>
<td>1</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>$\Gamma_{DS}$</td>
<td>5.3*</td>
<td>10</td>
<td>50</td>
<td></td>
</tr>
<tr>
<td>$\Gamma_{ph}$</td>
<td>11.8*</td>
<td>11.8*</td>
<td>11.8*</td>
<td></td>
</tr>
<tr>
<td>$\Gamma_{IC}$</td>
<td>0.67*</td>
<td>0.67*</td>
<td>0.67*</td>
<td></td>
</tr>
<tr>
<td>$\Gamma_{LP}$</td>
<td>0.2</td>
<td>0.4</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>$\Gamma_{IC}$</td>
<td>2.71*</td>
<td>3.22*</td>
<td>2.90*</td>
<td></td>
</tr>
<tr>
<td>$\Gamma_{ph}$</td>
<td>11.8*</td>
<td>11.8*</td>
<td>11.8*</td>
<td></td>
</tr>
</tbody>
</table>

Values agree qualitatively with the experimental results reported in Table 2.4. Deviations between the results of our model dynamics and the experimental kinetic traces shown in the top panel of Figure 2.5 stem from the coherent interaction between the pump and probe pulses, which make it impossible to resolve the polariton dynamics at the shortest pump-probe times.

Figure 2.9: Left panel: ultrafast dynamics of the electronic population in the Q states of cavity-embedded ZnTPP molecules for interpolaritonic relaxation rates of $k_{LP}^{UP} = 0.5$ ps$^{-1}$, 1.0 ps$^{-1}$, and 6 ps$^{-1}$ modeled to occur for polariton samples formed from 0.5 mM (blue), 1 mM (green), and 2 mM (red) ZnTPP precursor solutions using the decay rate values detailed in Table 2.4. Right panel: same ultrafast dynamics we model when $k_{LP}^{UP} = 0$ ps$^{-1}$ for polariton samples formed from 0.5 mM (blue), 1 mM (green), and 2 mM (red) ZnTPP precursor solutions.

We also carried out model simulations in which we neglected the interpolaritonic re-
laxation channel for comparison to our experimental results, as shown in the right hand panel of Figure 2.9. In these cases, we left all the other model parameters unchanged. For those cases we find the total conversion rates become $0.81 \text{ ps}^{-1}$ to $0.95 \text{ ps}^{-1}$ to $1.25 \text{ ps}^{-1}$ as we increase [ZnTPP] from 0.498 mM to 0.996 mM to 1.991 mM, respectively. Unlike the case where we explicitly consider non-zero values of $\Gamma_{UP}$ the values we find in the absence of the interpolaritonic relaxation channel do not agree with the rates we measure experimentally for the samples possessing the two largest values of the collective vacuum Rabi splitting energy.

In addition to changes in the dynamics of ZnTPP cavity parameters we expect to observe as a function of $\hbar \Omega_R$ stemming from the physical arguments we made above, we expect vibrationally mediated relaxation channels should depend sensitively on the relative detuning between the cavity photon and Soret transition of ZnTPP molecules, which can be controlled using the dispersion of the interpolaritonic energy shown in the panels of Figure 2.2. In the case that vibrationally mediated interpolaritonic relaxation depends on resonance conditions like those shown in Figure 2.7, we expect to observe an increase in the width of the UP state peak in the transmission spectrum of the ZnTPP cavity polariton sample for those incident angles of a probe light beam, $\theta_{inc}$, that force the dispersive interpolaritonic energy to match that of the $1330 \text{ cm}^{-1}$ vibration. Figure 2.10 shows we observe this behavior for the ZnTPP cavity polariton sample we formed from the 1.991 mM polymer precursor solution. We find UP widths nearly equal to the cavity photon lifetime for $\theta_{inc}$ values below $50^\circ$, but then observe a significant increase in $\Gamma_{UP}$ as we increase $\theta_{inc}$ towards those values at which the cavity photon energy matches that of the molecule’s Soret transition. Further increasing $\theta_{inc}$ causes a decrease in $\Gamma_{UP}$ and results in a peak-like
shape to the overall dispersion of the UP decay rate. Given neither the cavity photon lifetime nor the inhomogeneous broadening of the exciton energies depend so sensitively on the value of $\theta_{inc}$, we propose the peak in the dispersion of $\Gamma_{UP}$ stems from changes in the values of the interpolaritonic relaxation rate as we change the energy difference between the LP and UP states with $\theta_{inc}$, which would conform with the qualitative features of the dependence of $P_{UP \rightarrow LP}$ on $\hbar \Omega_R$ shown in Figure 2.8.

![Figure 2.10: Dispersion of the UP peak width, $\Gamma_{UP}$, as a function of the incident angles of a probe light beam, $\theta_{inc}$, found using the phenomenological model described by Eq. (2.2)](image)

2.6 CuTPP Cavity Polariton Localization Dynamics

While a kinetic model suggests increased collective coupling between ZnTPP and cavity photons creates new relaxation pathways capable of affecting the localization of polaritons onto individual molecules, the ultrafast TA results from our CuTPP cavity polariton samples suggest polariton formation fundamentally changes existing relaxation pathways. In particular, we find the initial decay imprinted onto our TA signals measured from three separate CuTPP polariton samples does not change substantially or systematically as we change the concentration of this chromophore within the cavity structures. We find inter-
nal conversion rates near 1.3 ps$^{-1}$ for all the samples. These decay rates are nearly half of that we find for CuTPP photo-excited at 400 nm when we solvate this chromophore in toluene. However, the appearance of the TA signal does change systematically relative to measurements done on solution-phase samples. This difference creates ambiguity in assigning those states participating in the ultrafast localization dynamics of polaritons formed from CuTPP.

To ameliorate this uncertainty, we measured the steady-state photoluminescence spectra of cavity polariton samples formed from CuTPP and control samples in which we maintain the same spin processing parameters and Al capping layer, but do not deposit a DBR structure on the fused silica substrate. A comparison of the PL spectra emitted by these samples should provide clear insights into only those excited-state processes affected by polariton formation while holding constant any effects that stem from loading chromophores into a solid, polymer matrix under ultra high vacuum (UHV) conditions.

Figure 2.11 shows the PL spectra from these samples possess two prominent features when we make the measurements at 80 K. First, we find a relatively smaller peak centered near 1.9 eV, which we assign as the fluorescence emitted by the $^2Q$ state of CuTPP. Second, we find a significantly more intense feature near 1.6 eV, which we assign as the phosphorescence from the $^2T_1$ and $^4T_1$ states of localized CuTPP molecules, which have been characterized thoroughly in previous studies$^{94}$. Analysis of these spectra shows the integrated intensity of the fluorescence signal doubles when we embed the CuTPP-doped polymer layer in the cavity and form polaritons relative to the non-cavity sample. The low temperature at which we undertake these measurements suggests the difference in the fluorescence signal does not stem from processes such as thermally activated delayed
Figure 2.11: Comparison between the steady-state photoluminescence spectrum of CuTPP molecules strongly coupled to the photons of a Fabry-Pérot cavity formed from a \( \sim 2 \text{ mM} \) precursor solution (blue) to the same spectrum of CuTPP embedded in a metal-capped film formed in the absence of a cavity structure (red). Inset: close comparison between the fluorescence emitted by the Q states of CuTPP in each sample showing the factor of 2 increase in this signal we observe in the presence of strong cavity coupling.

fluorescence, which would need to overcome a 30 meV difference in energy manifest in the spacing between the features shown in Figure 2.11. Recent studies indicate thermally activated delayed fluorescence (TADF) can be enhanced by polariton formation\(^{53}\).

While some previous studies have used comparisons of the optical power stored in resonators used to form cavity polaritons to the power incident on non-cavity samples to better quantify changes in the overall efficiency of light-mediated process\(^{95}\), we do not believe such a treatment is necessary in the case of examining the PL efficiency of our CuTPP cavity polariton samples. In particular, we excite both our polariton and control samples at an energy significantly below that of the cavity photon mode. Furthermore, the \( \sim 140 \text{ nm} \) intracavity polymers drive formation of resonators incapable of sustaining standing modes at energies below 2.5 eV. The large gap between this energy and those
of the excitation or emission sources implies such photonic structures do not store energy from the incident laser or the radiating molecules.

Based on the fact that a factor of 2 increase in the fluorescence emitted by the Q state of CuTPP molecules strongly coupled to cavity photons coincides with our observations of an initial transient signal whose decay rate is nearly half of that we find for solution phase molecules, we propose cavity polariton formation causes an increase in the lifetime of the $^2\text{Q}$ state in CuTPP. While the $^2\text{Q}$ state does not directly couple to the cavity photons due to the fact that its resonant transition from the molecule's ground state lies nearly 0.6 eV below that of the Soret resonance, the complex interplay between nuclear and electronic structure in this chromophore could enable a novel mechanism to control the excited state dynamics of states not strongly coupled to the cavity photons.

Distortions to the PES of the CuTPP $^2\text{B}$ excited state driven by polariton formation could explain at least two facets of our steady-state PL and TA measurements. First, changes to the position at which the molecular excited states achieve a minimum energy could reduce the ability of the central Cu atom to exchange its unshared $d$ electron with the surrounding porphyrin macrocycle. Since the $^2\text{T}_1$ and $^4\text{T}_1$ states of CuTPP split due to this exchange interaction, any changes to its value will manifest as shifts in the phosphorescence spectra of this chromophore. As seen in Figure 2.9, the phosphorescence of the cavity-coupled CuTPP sample appears at a lower energy than its non-cavity counterpart, which indicates a smaller energy splitting between the $^2\text{T}_1$ and $^4\text{T}_1$ states. Second, distortions to the excited state PESs of CuTPP would change the Franck-Condon factors central to the oscillator strengths of absorptive transitions of CuTPP excited states. The appearance of a prompt absorptive feature in the TA measurements may indicate the presence of newly allowed excited state
absorption transitions whose decay indicates relaxation of the polariton states into the $^2Q$ states of localized CuTPP molecules. The ability polariton formation to affect excited state absorption processes has been proposed to affect the time-resolved spectroscopic signatures of vibrational polaritons\textsuperscript{96}, but there have been few experimental investigations of similar effects in molecular exciton cavity polaritons. We will need further work to decipher the mechanism explaining the differences in the TA signals of solvated and strongly cavity-coupled CuTPP molecules.

Establishing the role of polariton formation in amending the dynamics of molecular excited state not directly coupled to cavity photons necessitates further experimental investigation. In particular, since we propose distortions to those PESs involved in excited state reorganization drive the changes in excited state photophysics we observe, coherent vibrational spectroscopic techniques could be well suited to assess our proposals. In these approaches, one excites a coherent wavepacket using impulsive stimulated Raman processes and spectrally resolves the transmission or reflection of a probe pulse whose energy matches that of the polaritonic transitions\textsuperscript{97–100}. One can then use known models to determine if the position at which the PES reaches its minimum energy changes as a function polariton formation and properties of the cavity mode such as resonant detuning and photon lifetime. We intend to undertake such measurements in future studies.

2.7 Conclusions

In this study, we examine ultrafast polariton localization into the excited states of cavity embedded metalloporphyrin molecules. Using a simple kinetic model, we find we can reproduce the change in the rate of polariton localization into the Q states of strongly
cavity-coupled ZnTPP molecules as a function of collective vacuum Rabi splitting energy found from experimental ultrafast pump-probe measurements. To achieve this qualitative agreement we find we need to introduce a direct channel of interpolaritonic relaxation neglected in the previous models of ultrafast polariton dynamics in $J$-aggregate systems. We justify this proposal using simple perturbation methods with vibrational energy states determined from models of polaritonic potential energy surfaces. These models suggest vibronic resonances between the polariton states could help interpolaritonic relaxation dynamics outcompete ultrafast relaxation into the band of states stemming from molecular chromophores decoupled from cavity photons. One could test this proposal by maintaining the same $\hbar\Omega_R$ values across several polariton samples in which isotopically different ZnTPP species strongly couple to the cavity photons. The differences in the isotopic substitution of different molecules would affect the energies of the vibrations along which the polaritons reorganize and cause changes to the resonance conditions necessary to induce ultrafast interpolaritonic relaxation prior to internal conversion to the Q state.

In addition, we find the structure of the ultrafast transient absorption signal we measure in resonance with the trip-doublet excited state absorption feature of CuTPP molecules changes qualitatively under strong light-matter conditions relative to the signals reported in solution-phase samples. By comparing the steady-state light emission spectra of CuTPP polariton and thin film control samples, we found the rate of internal conversion between the $^2Q$ and manifold of trip-doublet states in CuTPP changes when an ensemble of this molecular species strongly couples to cavity photons. However, the changes to this non-radiative relaxation rate do not correlate with the value of $\hbar\Omega$ or the concentration of CuTPP we add to each cavity sample. These results indicate the complexity of molecular
electronic structure enables a mechanism through which cavity polariton formation affects the dynamics of molecular orbitals not coupled to the cavity photons directly. Overall, the results of this study indicate local molecular probes provide novel insights into the ultrafast dynamics of strongly coupled molecule-photon systems and allow researchers to more completely assess how polariton formation enables future photochemical and opto-electronic technologies.
CHAPTER 3 LIGHT EMISSION FROM VIBRONIC POLARITONS IN COUPLED METALLOPORPHYRIN-MULTIMODE CAVITY SYSTEMS


3.1 Introduction

The strong coupling of molecular electrons and cavity photons leads to the formation of hybrid light-matter states known as cavity polaritons\(^2,49,101\). Several studies suggest cavity polariton formation enables control over processes ranging from singlet fission\(^50\) and triplet harvesting\(^11\) to the rates of non-radiative relaxation\(^4,102\), including energy transfer\(^40,51\), and certain photochemical reactions\(^44,45,103\). Despite growing interest in how polariton formation can leverage photonic coherence to create novel properties, there have been few studies examining how inherently molecular properties and processes affect states formed through strong light-matter coupling. The ability to control photonic coherence using molecular structure and dynamics would create additional means through which hybrid light-matter platforms could positively affect light harvesting, light emission, and energy transduction technologies. This ability would be prominent for highly symmetric molecules whose electronic structure is most susceptible to degeneracies that induce complex coupling between electrons and nuclear motions, i.e. vibrations.

For example, the significant interaction between degenerate electronic excited state configurations of porphyrin molecules drives the formation of B and Q excited singlet states whose energies split by \(\sim 0.5 \text{ eV}\). Goutermann described the B and Q states as equally weighted symmetric and antisymmetric linear superpositions of the two configura-
tions $e_g(1)a_{1u}(1)$ and $e_g(1)a_{2u}(1)$, respectively\textsuperscript{60}. Since the transitions between the ground state and each respective excited state configuration possess similar dipole moment magnitudes, one expects the B state would participate in a strongly allowed electronic transition while the intensity of the electronic transition involving the Q state would be negligible. This physical situation resembles that of $J$-aggregates where intermolecular coupling between two chromophores results in the formation of one bright aggregate state and one dark aggregate state\textsuperscript{104}. While dozens of studies find the appearance of a prominent Soret peak corresponding to an electronic transition between the ground and B states of metalloporphyrins, these studies also find a larger than expected $\alpha$ resonance corresponding to the transition between the ground and Q states of these molecules\textsuperscript{91}. Given the large oscillator strengths of their Soret transitions near 400 nm, several studies examine cavity polariton formation using metalloporphyrin molecules\textsuperscript{4,59,61,102}. However, only few studies have considered how cavity polariton formation affects the Q states of these molecules\textsuperscript{105}.

3.2 Vibronic coupling mechanism

The appearance of a sizable $\alpha$ peak in the absorption spectra of metalloporphyrins stems from a non-Condon, vibronic coupling mechanism between the B and Q states of these molecules, which accounts for their optical properties, including resonance Raman excitation spectra\textsuperscript{5,106}. This electronic coupling allows one to write out the wavefunction of the Q state as\textsuperscript{107}

$$|Q\rangle = |Q\rangle_0 + \sum_i \frac{\langle i|\hat{V}_{HT}|Q\rangle_0}{E_i - E_Q} |i\rangle,$$  \hspace{1cm} (3.1)
where $\hat{V}_{HT} = (\partial \hat{H}_{el}/\partial q)_{\theta} q$ is the Herzberg-Teller (HT) coupling between states $|Q\rangle$ and $|i\rangle$ mediated by atomic motions along the normal coordinate $q$. $|Q\rangle_{\theta}$ represents the Q state in the equilibrium geometry of molecule’s ground state. The dominance of this non-Condon vibronic coupling in the $\alpha$ transitions of metalloporphyrins manifests itself as significantly more intense 0-1 fluorescence signals than one observes for their 0-0 counterparts, which occurs due to the presence of $q$ in the interaction Hamiltonian matrix elements of Eq.(3.1)\textsuperscript{62}. Many researchers propose these effects also drive visible light absorption and intermolecular energy transfer in natural and artificial photosynthetic systems based on chlorophyll\textsuperscript{108–120}. Despite the important role this HT vibronic coupling process plays in controlling the optical properties of metalloporphyrins and its possible role in photosynthetic systems, it remains unclear how this coupling mechanism manifests itself under strong light-matter coupling within an optical cavity.

In this study, we examine theoretical and experimental assessments of vibronic coupling between the Q states of copper (II) tetraphenyl porphyrin (CuTPP) molecules and the polariton states formed by strongly coupling the Soret transitions of a disordered ensemble of this chromophore to photons in different cavity structures. CuTPP serves not only as an important model system for our study, but this molecule has been proposed as a unit in molecular assemblies useful for quantum information processing and computing\textsuperscript{121}. Our theoretical predictions indicate the presence of feasible amounts of HT vibronic coupling can transfer the photonic contribution from the polariton states to the Q states of these molecules. Furthermore, we use a model of an energetically disordered ensemble of molecules to show the energy of this HT vibronic polariton always lies below those of dark states corresponding to molecules decoupled from the cavity photons. We test these theo-
retical predictions by measuring the light emission spectra of several different Fabry-Pérot cavity structures loaded with CuTPP molecules. Our experimental tests show at least two pieces of evidence that HT polaritons exist in these samples. First, we find the existence of a cavity mode located 1 vibrational quantum above the HT polariton energy enhances the light emission from the HT polariton state. Second, the enhanced light emission from the HT polariton state possesses an energy that disperses in the same way as a cavity photon mode. We propose this dispersive behavior results from the radiative relaxation of the HT polariton state into cavity photonic states dressed by collective molecular vibrations, which can only form through cavity polariton formation. Our results indicate the rich array of physical mechanisms through which researchers can use cavity polariton formation to control coherent and collective light-matter interactions.

We consider a HT-active molecule comprised of two excited electronic states, $|B\rangle$ and $|Q\rangle$, which couple via the interaction described by Eq. (3.1). We show this interaction schematically in the top right panel of Figure 3.1. We assume the higher energy of these two states, $|B\rangle$, interacts with cavity photons at a strength $V_{LM}$. We estimate the energetics of this system using a three-level Hamiltonian, which we write in matrix form as,

$$\hat{H} = \begin{bmatrix} \hbar \omega_B & V_{HT} & V_{LM} \\ V_{HT} & \hbar \omega_Q & 0 \\ V_{LM} & 0 & \hbar \omega_c \end{bmatrix}, \tag{3.2}$$

where the energies $\hbar \omega_B$, $\hbar \omega_Q$, and $\hbar \omega_c$ correspond to electronic states $|B\rangle$ and $|Q\rangle$ and the 1-photon cavity state, $|1\rangle_c$, respectively. We model the angular dependence of the cavity photon energy using the equation $\hbar \omega_c = E_{\text{cutoff}} \left[ 1 - \frac{\sin^2(\theta)}{n_{\text{eff}}^2} \right]^{-1/2}$, where the cutoff
Figure 3.1: Top left panel: predicted dispersion of the upper polariton (blue), dark polariton (black), and lower polariton (green) states of a strongly coupled molecule-cavity photon system found by diagonalizing Eq. (3.2) for 5 molecules and a light-matter coupling constant of 0.5 eV. Bottom left panel: predicted dispersion of a Herzberg-Teller (HT) vibronic polariton state found by diagonalizing Eq. (3.2) for 5 molecules and a light-matter coupling constant of 0.5 eV and HT vibronic coupling strength, $\hat{V}_{HT} = 0.1$ eV. Top right panel: schematic representation of cavity polariton formation in the presence of HT vibronic coupling. A model metalloporphyrin molecule possesses a ground state, $|S_0\rangle$, and two singlet excited states, $|Q\rangle$ and $|B\rangle$, which become coupled by the HT vibronic interaction Hamiltonian, $\hat{V}_{HT}$. The N=1 photon state of a cavity mode couples to the $|S_0\rangle \rightarrow |B\rangle$ transition via the light-matter coupling interaction, $\hat{V}_{LM}$. Bottom right panel: relative distributions of energies corresponding to HT polariton states (red) and dark Q states (yellow) found by diagonalizing Eq. (3.2) for 5 molecules possessing disordered energies and a light-matter coupling constant of 0.5 eV and HT vibronic coupling strength of 0.1 eV.

Energy, $E_{cutoff}$, stems from the finite length of the resonator and $n_{eff}$ varies from a real, constant value due to light absorption by the cavity-embedded molecules. Diagonalization of the Hamiltonian in Eq. (3.2) leads to formation of the upper polariton (UP) and lower polariton (LP) states, which delocalize through the cavity due to their photonic content, and a lower lying state that mixes $|Q\rangle$ with the polariton states via $\hat{V}_{HT}$. 
To understand how these energetics vary with the number of molecules one embeds within the cavity, we extend the Hamiltonian in Eq. (3.2) to the case of 5 molecules, which leads to our writing $\hat{H}$ as the 11-dimensional, square matrix we report in Appendix C. This extension causes the formation of four dark polariton states found at energies between those of the two polaritons, which we show in the top left panel of Figure 3.1. In addition, we find four, non-dispersive states appear at energies near that of the lower lying electronic state $|Q\rangle$, which we shown in the bottom panel of Figure C1. For light-matter coupling strengths sufficient to produce well-separated polaritons, the lowest lying state becomes dispersive, as shown in the bottom left panel of Figure 3.1. The dispersive nature of this state implies polariton formation drives photonic mixing with a state not coupled to the cavity directly. We refer to this dispersive state as the HT polariton.

In addition to its mixing with the cavity photons via the HT interaction described by Eq. (3.1), we find the HT polariton always lies at an energy below those of the dark Q states. We make this conclusion following calculation of the HT polariton energies when we distribute the molecular transition frequencies $\omega_B$ and $\omega_Q$ normally around central values consistent with the UV-vis spectrum of CuTPP, which is shown in Figure 3.2. We generate this distribution by repeating the diagonalization of the five-molecule Hamiltonian 500 times and recording the randomly produced energies for states in the bright and dark manifolds. We compare the results of these calculations in bottom right panel of Figure 3.1 in the case of a collective light-matter coupling strength of $V_{LM} = 0.5$ eV and HT coupling strength $V_{HT} = 0.1$ eV, which is consistent with estimates of vibronic coupling strength in CuTPP as established from absorption and resonance Raman spectroscopic studies$^{122,123}$. This comparison shows that even in the case of a molecular ensemble with disordered
energies, the energies of the HT polaritons distribute around a central value a few 10s of meV below that of the dark Q states. Based on this finding, we predict the presence of HT polaritons would manifest itself as the appearance of spectroscopic signatures at energies below those that the states of a vibronically active molecule would possess in free space. One can equate the width of the HT polariton energy distribution in the bottom right panel of Figure 3.1 as the uncertainty in this state’s energy, which results from the inhomogeneous broadening of the molecular state energy due to disorder.

We note that the HT polaritons we predict differ from vibronic polaritons anticipated to participate in light emission processes due to the Frank-Condon overlap of vibrational wavefunctions in the ground and excited electronic states of molecules coupled to cavity photons. Those excitations result from the relative geometric rearrangements of molecular excited states and produce light emission features in the spectral vicinity of the $|UP\rangle$ and $|LP\rangle$ states, which confound simple interpretation of their emission spectra\textsuperscript{124,125}. In contrast, the left panels of Figure 3.1 show the HT polariton appears at an energy nearly 1 eV below that of the $|UP\rangle$ and $|LP\rangle$ states and will not cause light emission in their spectral vicinity. Despite this difference, the formalism used to explain vibronic polariton photoluminescence spectra can help one understand light emission from HT polaritons, as we explain below.

3.3 Experimental results

To test the predictions of the model detailed above, we chose to form cavity polaritons with copper (II) tetraphenyl porphyrin (CuTPP), which we have used in previous studies to understand the effects of molecular chromophore spectral properties on polariton dynam-
Figure 3.2: Comparison between the absorption (blue) and photoluminescence (red) spectra of 1.95 mM of copper (II) tetraphenylporphyrin in a 145 nm polymethyl methacrylate (PMMA) film to model transmission spectra corresponding to a single layer cavity (solid black), a multi-layer cavity formed from a distributed Bragg reflector (DBR) mirror possessing a single photonic stopband (dashed black), and a multi-layer cavity formed from a distributed Bragg reflector (DBR) mirror possessing a three photonic stopbands (dotted black).

Studies show vibronic coupling strengths on the order of 100 meV are necessary to adequately model the UV-vis and resonance Raman spectra of CuTPP\textsuperscript{106,122,123}. Based on our model results, we expect cavity polariton samples formed with CuTPP could possess HT polariton states consistent with the energetics in left panels of Figure 3.1.

In addition to our choice of CuTPP as the molecular constituent of our cavity polariton states, we designed different multi-layer resonator structures in an attempt to understand the properties of the HT polariton states more completely, which we detail in the Methods
section of Appendix C. Figures C2-C4 compare the schematic designs of the single and multi-layer resonator structures we fabricated and the predominant, standing cavity mode we intend to use for polariton formation in each respective resonator. This comparison shows that while we use the $\lambda/2$ mode of the single layer structure for polariton formation, we use our cavity design to drive polariton formation in two distinct, three-layer resonators using their $3\lambda/2$ modes. Furthermore, we fabricated these multi-layer cavity polariton samples using two distinct distributed Bragg reflector (DBR) designs. In one structure, we use alternating layers of SiO$_2$ and Si$_3$N$_4$ possessing thicknesses of 58.9 nm to produce a single photonic stopband centered at 425 nm (2.92 eV) when a light beam impinges on the DBR at normal incidence. In contrast, we used alternating layers SiO$_2$ and Si$_3$N$_4$ possessing thicknesses of 178.5 nm to produce three photonic stopbands centered near 1285 nm (0.96 eV), 640 nm (1.94 eV), and 430 nm (2.88 eV) at normal incidence in other structures. By capping the multi-layer structures with thin Al films, we anticipate forming multiple cavity modes using each DBR design. However, we expect the quality factor ($Q_c = \omega_c/\Delta\omega_c$) of the cavity mode near the energy of the light emission from the $^2Q$ state of CuTPP, as shown in Figure 3.2, will be higher for the resonator structure whose DBR possesses a photonic stopband at the corresponding wavelength. We denote the single layer cavity, multilayer cavity possessing one photonic stopband, and the multilayer cavity possessing three photonic stopbands as SL cavity, ML cavity 1, and ML cavity 2 samples, respectively. The full description of the procedures we used to fabricate our resonator structures can be found in the Experimental Methods section of Appendix C.

In Figure 3.2, we show the light absorption and emission spectra of CuTPP molecules embedded in a 145 nm film of PMMA that has been capped with a 12 nm thin film of
polycrystalline Al. The absorption spectrum of CuTPP shows the strong Soret transition between the $^2S_0$ and $^2B$ states of this molecule, which possess an overall doublet spin multiplicity due to unpaired electron in the $d$ shell of the Cu$^{2+}$ cation$^{94}$. In addition, we find the appearance of only a single absorption peak at 2.3 eV assigned as the 0-1 vibronic $^2S_0 \rightarrow ^2Q$ transition, which occurs due to $\hat{V}_{HT}$.

The light emission spectrum of CuTPP shown in Figure 3.2 contains two separate features. A higher energy, but relatively less intense peak appears at 1.9 eV due to light emission from the vibrationally relaxed $^2Q$ state. In addition, a more intense peak appears at 1.6 eV with a shoulder at lower energy due light emission from the $^2T_1$ and $^4T_1$ states, respectively, which gain some intensity through exchange mixing with the $^2B$ state of CuTPP$^{94}$. The large difference in the intensities of the distinct features in the PL spectrum of CuTPP stems from the $\sim$300 fs relaxation of the $^2Q$ state into the triplet state manifold$^{65,66}$, which limits the overall quantum efficiency of light emission from the $^2Q$ state dramatically.

We also show the normal incidence transmission spectra of the SL cavity, ML cavity 1, and ML cavity 2 samples in Figure 3.2. We estimate these spectra from transfer matrix models of unloaded cavities to appreciate their spectral alignment with the resonances of CuTPP$^{16}$. Comparing these transmission spectra to the light absorption and emission spectra of CuTPP shows each cavity structure possesses a distinct mode capable of coupling to the Soret transition of CuTPP when one angles the cavity structure appropriately. In contrast, only the ML cavity 1 and ML cavity 2 samples possess modes that overlap energetically with the light emission from the $^2Q$ state of CuTPP. Moreover, the transmission spectra of the ML cavity 1 and ML cavity 2 samples in Figure 3.2 confirm we can deter-
Figure 3.3: Comparison between the measured dispersion of cavity polariton peaks (circles) to models found from Eq. (3.3) (dotted lines) for the SL cavity sample (left panel), the ML Cavity 1 sample (middle panel), and the ML cavity 2 sample (right panel), which are described in the main text. We show the dispersive photon energy found from Eq. (3.3) and the exciton Soret transition energy as dashed and solid black lines, respectively, in each panel.

minististically control the quality factors of cavity modes that overlap with specific features in the light emission spectrum of CuTPP. Overall, this comparison confirms our multi-layer resonator structures allow us to couple photons in distinct cavity modes to the B and Q electronic states of CuTPP on separate footing, even under strong light-matter coupling conditions.

The panels of Figure 3.3 show we find the characteristic dispersive behavior of cavity polariton states in the transmission spectra of all our loaded resonator structures when changing the angle of an incident probe field. We describe our experimental approach for measuring cavity polariton peaks in the Experimental Methods section of Appendix C. For simplicity, we model the dispersive peak positions using solutions to a 2x2 Hamiltonian describing the coupling of cavity photons with dispersive energies $E_{ph}(\theta) = \hbar \omega_c$ to the
Table 3.1: Quantitative comparison between the collective vacuum Rabi splitting energies, cavity photon energy cutoff, and effective index of refraction found from models of the polariton dispersion curves shown in the panels of Figure 3.3

<table>
<thead>
<tr>
<th>Sample</th>
<th>$\hbar \omega_R$ [meV]</th>
<th>$E_{cutoff}$ [eV]</th>
<th>$n_{eff}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single Layer Cavity</td>
<td>117</td>
<td>2.66</td>
<td>1.82</td>
</tr>
<tr>
<td>Multi-layer Cavity 1</td>
<td>100</td>
<td>2.94</td>
<td>2.05</td>
</tr>
<tr>
<td>Multi-layer Cavity 2</td>
<td>90.4</td>
<td>2.89</td>
<td>1.88</td>
</tr>
</tbody>
</table>

excitonic Soret transition of CuTPP, which has a non-dispersive energy $E_{ex}$. Diagonalizing these matrices produces the equations\(^7,73\),

$$E_{LP}(\theta) = \frac{E_{ph}(\theta) + E_{ex}}{2} - \frac{1}{2} \sqrt{(E_{ph}(\theta) - E_{ex})^2 + 4V_{LM}^2},$$  \hspace{1cm} (3.3a)

$$E_{UP}(\theta) = \frac{E_{ph}(\theta) + E_{ex}}{2} + \frac{1}{2} \sqrt{(E_{ph}(\theta) - E_{ex})^2 + 4V_{LM}^2},$$  \hspace{1cm} (3.3b)

where $\theta$ is the angle the incident probe field makes with the surface normal of the Fabry-Pérot cavity structure and $V_{LM}$ is the light-matter strength. We compare the dispersive properties of polaritons, photons, and excitons found from Eq. (3.3) to the measured polariton peak energies in each respective panel of Figure 3.3 and report the model results for each respective cavity in Table I. The models suggest each one of the cavity samples possesses polariton states separated by a collective vacuum Rabi splitting energy near 100 meV, which allows us to compare the light emission spectra of these samples on equal footing with respect to this polariton property. Figures C5 and C6 show representative transmission spectra of the SL cavity, ML cavity 1, and ML cavity 2 samples demonstrating the presence of distinct peaks we assign as cavity polaritons. Additionally, Figure C7 shows the dispersion of the lower lying cavity mode of the ML cavity 2 sample, which we observe just above 2 eV for all the incident angles used in our measurements.
Figure 3.4: Left panel: comparison between the low temperature (80 K) photoluminescence (PL) spectra of CuTPP molecules in the ML cavity 1 sample (blue), the SL cavity sample (green), and embedded in an Al-capped polymer film (red) following excitation with a 2.33 eV laser. Inset: zoomed comparison of CuTPP PL of each sample in the region we assign as emission from the molecule’s $^2Q$ state. Right panel: comparison of the temperature-dependent PL emitted by the ML cavity 2 sample at 373 K following excitation with a 2.33 eV laser showing the near equality of the $^2T_1$ and $^2Q$ peak intensities, in contrast to the spectra in the left panel.

We assess the ability of our optical resonator structures to sustain HT cavity polaritons by measuring their light emission spectra following laser excitation at 2.33 eV, as detailed in the Experimental Methods section of Appendix C. While this laser energy is not resonant with the polariton states shown in the panels of Figure 3.3, we do excite the $^2Q$ states cavity-embedded CuTPP molecules resonantly at this energy, as shown in Figure 3.2. We then compare those spectra to that of a control sample in which we have spun a 145 nm PMMA film from a 1.98 mM CuTPP-polymer precursor solution on a glass substrate without a DBR structure and capped the film with a 12 nm layer of aluminum, as detailed in our previous study\textsuperscript{102}. We compare these spectra in the panels of Figure 3.4.

The left panel of Figure 3.4 shows the expected PL spectra emitted by the film-embedded CuTPP molecules as a solid red line. Light emission from the $^2Q$ state of CuTPP appears as...
Table 3.2: Quantitative comparison between the energies, widths, and models used to understand the light emission peaks in the vicinity of that of the $^2Q$ state of CuTPP. *indicates assumed value based on measurements made on control samples.

<table>
<thead>
<tr>
<th>Sample</th>
<th>$E_1$ [eV]</th>
<th>$\Delta E_1$ [meV]</th>
<th>Model 1</th>
<th>$E_2$ [eV]</th>
<th>$\Delta E_2$ [meV]</th>
<th>Model 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Non-cavity</td>
<td>1.9</td>
<td>33</td>
<td>Gaussian</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>SL Cavity</td>
<td>1.9*</td>
<td>43</td>
<td>Gaussian</td>
<td>1.88</td>
<td>20</td>
<td>Lorentzian</td>
</tr>
<tr>
<td>ML Cavity 1</td>
<td>1.91</td>
<td>43</td>
<td>Gaussian</td>
<td>1.88</td>
<td>16</td>
<td>Lorentzian</td>
</tr>
<tr>
<td>ML Cavity 2</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1.89</td>
<td>24</td>
<td>Lorentzian</td>
</tr>
</tbody>
</table>

the relatively weak, Gaussian peak centered at 1.9 eV while the light emission stemming from the manifold of triplet states of the molecule appears as a broader peak and shoulder at 1.6 eV possessing significantly more intensity\textsuperscript{94,102}. In contrast to the single, Gaussian peak we find corresponding to light emission from the $^2Q$ state of CuTPP in the non-cavity sample, we find the light emission spectra of SL cavity and ML cavity 1 samples possess two distinct peaks that lie at similar energies, as shown in the inset of the left panel of Figure 3.4. The less intense of the two peaks resembles that of the non-cavity sample while the other, more intense peak appears at 1.88 eV in both cavity polariton samples. This energy lies 10 meV below the $^2Q$ emission of the non-cavity sample. In addition, we find the peaks in the PL spectra of the SL cavity and ML cavity 1 samples possess widths of 22 meV and 17 meV, respectively, which are approximately half of the width of the peak we assign to the $^2Q$ state of CuTPP we measure in the PL spectrum of the non-cavity sample. In Table II we report the energies of the peaks in each of the spectra in Figure 3.4.

The red-shift in the energy of these additional peaks relative to that of the single Gaussian peak in PL spectrum of the non-cavity sample resembles the difference in energy between the HT vibronic polaritons and dark Q states predicted by Eq. (3.2) and shown in the bottom right panel of Figure 3.1. Despite this resemblance, we find these peaks appear in samples possessing light-matter coupling strengths nearly a factor of 10 smaller
than those we considered in our model. Moreover, we find we need to use a Lorentzian shape to fit the PL spectra of the SL cavity and ML cavity 1 samples adequately, as shown in Figure C8. This Lorentzian shapes suggests the light emission stems from a state of a homogeneously broadened system, like a cavity polariton. However, the left panel of Figure 3.4 shows we still find that the light emission we measure at 1.88 eV for the SL cavity and ML cavity 1 samples remains significantly less intense than the feature corresponding to radiative relaxation of the CuTPP triplet states.

To further characterize possible light emission from HT vibronic polaritons formed by strongly coupling the electrons of CuTPP to cavity photons, we measured the PL spectrum of our ML cavity 2 sample, as shown in the right panel of Figure 3.4 for a sample temperature of 373 K. This spectrum shows two important features consistent with the presence of HT polaritons. First, we find the appearance of a narrow peak at 1.89 eV whose intensity matches that of the broad feature at lower energies. The slight red-shift of this peak with respect to the $^2Q$ fluorescence we find in the non-cavity sample resembles the value we expect from our model results, shown in Figure 3.1. For the sake of brevity, we denote this peak as HT polariton in the right panel of Figure 3.4. Second, the spectrum features a low intensity peak centered at 2.06 eV. The energy of this peak matches that of a dispersive feature we find in angle-resolved steady-state transmission measurements of the ML cavity 2 sample, as shown in Figure C7. Based on this coincidence, we denote this peak as $\nu_2$ cavity mode in the right panel of Figure 3.4. We propose its appearance in the PL spectrum of the ML cavity 2 sample stems from the CuTPP 0-0 fluorescence transition enhanced by the cavity mode.

We also measured the temperature dependent PL spectra of the ML cavity 2 sample.
Figure 3.5: Left panel: temperature dependent light emission from the HT polariton of the multi-layer cavity 2 sample, as assigned in the text. Middle panel: temperature dependent light emission from the $\nu_2$ cavity mode of the multi-layer cavity 2 sample, as assigned in the text. Right panel: comparison between the temperature-dependent shift of the HT polariton peak position (green circles) to that of the $\nu_2$ cavity mode peak (red square).

Due to the finite thermal expansion coefficients of the materials comprising the ML cavity 2 sample, we anticipate changing this sample’s temperature will affect the overall length of the intracavity region. These changes in the cavity length will then cause temperature-dependent differences in the lowest energy photonic mode allowed within the resonator, $E_{\text{cuttoff}}$ as defined above, which qualitatively resembles the dispersive behavior of the cavity polaritons shown in Figures 3.1 and 3.3 of the main manuscript and Figures C4-C6 of Appendix C. Based on this physical picture, we expect the PL peak we assign to the $\nu_2$ cavity mode in the right panel of Figure 3.4 to shift its spectral position as a function of temperature, which we extract using a spectral model explained in Appendix C. Comparisons between our experimental results and this model, as shown in Figure C9, demonstrates its utility.

The middle panel of Figure 3.5 shows the expected, temperature-dependent shift of the $\nu_2$ cavity mode peak. In addition to the expected shift we find for the peak whose energy...
overlaps with a well-defined cavity mode within the ML cavity 2 sample, the left panel of Figure 3.5 shows the position of the HT polariton peak in the PL spectrum of the ML cavity 2 sample also shifts to higher energy energies as we reduce its temperature.

Figure 3.5 shows the temperature dependent shifts of each PL peak relative to the spectral location we find at 78 K. Most interestingly, this comparison shows the peaks we assign to both the HT polariton and the $\nu_2$ cavity mode shift in nearly the same manner as we change the ML cavity 2 sample temperature. This result indicates the states involved in the radiative relaxation process giving rise to the peak we assign to the HT polariton possess substantial photonic content despite the fact that the photons emitted from the HT polariton state at 1.89 eV do not overlap directly with the energy of the $\nu_2$ cavity mode. Figure C10 shows the energy of the CuTPP $^2$Q state light emission in the non-cavity sample does change slightly as a function of sample temperature, but in a qualitatively different way than the trends shown in the right panel of Figure 3.5. We propose the results in Figure 3.5 stem from the fact that the difference between the energies of the HT polariton and the $\nu_2$ cavity mode peaks in Figures 3.4 and 3.5 nearly matches that of the vibration known to mediate $\hat{V}_{HT}$ in metalloporphyrins, which appears in previously published resonance Raman excitation spectra of CuTPP.

3.4 Discussion

LaRocca and Spano have presented results from analytical models capable of describing the role of vibronic coupling in cavity polaritonic samples in which molecular chromophores couple strongly to resonator photons. In particular, Spano and co-workers show cavity photon states dressed by collective vibrational excitations play an
important role in explaining the structure of photoluminescence spectra of polariton samples formed from cyanine dyes capable of forming $J$-aggregates$^{124,125}$. For an ensemble of $N$ molecules possessing ground and excited electronic states, $|g\rangle$ and $|e\rangle$, respectively, the vibrationally dressed photon states can be represented in a two-particle excited-state basis of the form,

$$ |\beta, \tilde{\nu}, 1_c\rangle = \sum_{\beta} \sum_{\tilde{\nu}} c_{\beta_n} |g_10_1, ..., g_n\tilde{\nu}_n, ..., g_N0_N, 1_c\rangle, $$

where $\beta$ represents the permutation quantum number of the wavefunction, $\tilde{\nu}$ in the number of vibrational excitations on the $n^{th}$ molecule of the ensemble, and $1_c$ indicates the cavity mode becomes loaded with a single photon. Physically, we interpret Eq. (3.4) as the coherent superposition of vibrational excitations on a set of $N$ distinct molecules in the presence of a cavity photon that persists when those molecules couple strongly to cavity photons via the excited state $|e\rangle$. These photon states dressed with the collective vibrations described by Eq. (3.4) can provide final states in photoluminescence from the polariton states.

To help explain the increased intensity of the HT polariton peak in the PL spectrum of the ML cavity 2 sample relative to 1.89 eV peaks we measure in the PL spectra of the SL cavity and ML cavity 1 samples, we presume the two states $|1\rangle_{HT}\beta, 0, 0_c\rangle$ and $|0\rangle_{HT}\beta, 1, 1_c\rangle$ become weakly coupled through the cavity enhanced light-matter interaction due to the presence of the $\nu_2$ cavity mode in the ML cavity 2 sample. In the interaction picture, the
evolution of this system’s wavefunction $|\Psi(t)\rangle$ becomes\textsuperscript{127},

$$|\Psi(t, T)\rangle = C_1(t, T)e^{-i\delta(T)/2}|1\rangle_{HT}|0\rangle_{ph} + C_2(t, T)e^{i\delta(T)/2}|0\rangle_{HT}|1\rangle_{ph}.$$  \hspace{1cm} (3.5)

where $\delta(T) = \omega_{HT}(T) - \omega_c(T) + \omega_p$ represents the frequency detuning between the HT polariton and the vibrationally dressed cavity mode, which we presume is a function of sample temperature, $T$, due to the thermal expansion coefficients of the materials comprising the resonator structure, as described above. We expect the evolution of the excitation in the HT polariton state will follow that of the coefficient $C_1(t)$ according to the equation\textsuperscript{127},

$$\frac{dC_1(t, T)}{dt} = - \left[ (\Gamma'/2) + \frac{g^2 \{\kappa/2 + i\delta(T)\}}{\delta^2(T) + \kappa^2/4} \right] C_1(t, T),$$  \hspace{1cm} (3.6)

where $\Gamma'$ and $\kappa$ are the temperature-independent rates of cavity photon losses from emission into nonconfined photonic modes and finite mirror reflectivities, respectively. In addition, $g$ represents the light-matter coupling strength between the HT polariton and the vibrationally dressed cavity photon states, which differs from the light-matter coupling $V_{LM}$ we used to model cavity polariton formation in Eq. (3.2). Integrating Eq. (3.5) and squaring the result shows the state $|1\rangle_{HT}|\beta, 0, 0, c\rangle$ will decay with a rate that is the sum of $\Gamma'$ and the cavity-enhanced light emission rate, $\Gamma_c = \left[ \frac{2g^2}{\kappa} \right] \frac{1}{1 + [2\delta(T)/\kappa]^2}$. When the difference between the energies of the HT polariton and cavity mode matches that of the HT-active vibrational mode, then $\delta(T)$ minimizes and the radiative decay rate of the HT polariton increases by $\frac{2g^2}{\kappa}$, which we estimate has an upper limit 47.8 meV (11.6 ps$^{-1}$) by fitting the HT polariton peak of Figure 3.4 to a Lorentzian shape. Given the low rate of radiative
relaxation in metalloporphyrins (0.1 ns\(^{-1}\)), our Lorentzian model suggests the HT polariton formation could increase radiative relaxation by orders of magnitude such that light emission competes effectively with the sub-300 fs internal conversion of the \(^2\)Q state of CuTPP into the manifold of molecular triplet states. We propose this dramatic change in the radiative rate drives the substantial change in the intensity of the 1.89 eV peak in the PL spectrum of the ML cavity 2 sample relative to the same peaks we measure in the SL cavity and ML cavity 1 samples.

Based on the work of Herrera and Spano, we can also model the nearly coincident shift of the peaks we assign to the HT polariton and \(\nu_2\) cavity mode in the PL spectrum of the ML cavity 2 sample. According their study, the spectrum describing the radiative decay \(|HT\rangle \rightarrow |\beta, \nu, 1_c\rangle\) should take the form \(^{125}\)

\[
S_{pL}^{(HT)}(\omega) = \rho_{HT}|\langle 1_{HT}|\langle \beta, 0, c|\hat{a}|0_{HT}\rangle|\beta, 1, 1_c\rangle|^2 \frac{\Gamma/2}{[\omega - (\omega_{HT}(T) - \omega_c(T) + \omega_\nu)]^2 + (\Gamma/2)^2},
\]

(3.7)

where \(\rho_{HT}\) is the laser-driven population of the HT polaritons and \(\Gamma = \Gamma' + \frac{2g^2}{\kappa} \left[\frac{1}{1 + [2\delta(T)/\kappa]^2}\right],\) as described above. The form of Eq. (3.7) shows the peak we assign as light emission from the HT polariton into the vibrationally dressed photon state will shift according to the temperature dependence of the detuning \(\omega - [\omega_{HT}(T) - \omega_c(T) + \omega_\nu]\). Thus, if the cavity mode energy shifts as the resonator expands or contracts with temperature, then Eq. (3.7) shows the energy of the HT polariton PL peak should also shift when this state relaxes radiatively into the cavity photon states dressed by the collective molecular vibrations. We find the experimental results in the left and right panels of Figure 3.5 reproduce this temperature-
dependent peak shift and propose the peak we measure at 1.89 eV in the ML cavity 1 and ML cavity 2 samples stems from HT polaritons formed through the presence of both strong light-matter and non-Condon vibronic coupling.

Eq. (3.7) also shows the large shift in the position of the HT polariton PL peak results from changes in the cavity photon energy predominantly. However, small differences between the shifts of each peak should result from the temperature dependence of the HT polariton energy, $\omega_{HT}$, which also appears in Eq. (3.7) but should not appear in the spectrum describing the $\nu_2$ cavity mode PL peak. By subtracting these shifts, one should be able to estimate the dispersion of the HT polariton as a function of temperature and compare that dispersion to our predictions in the bottom left panel of Figure 3.1. Despite this physical picture, the $\sim$1 meV uncertainty in our determination of the temperature-dependent HT peak positions inhibits a quantitative estimate of the HT polariton dispersion in the ML cavity 2 sample. Further studies on cavity polaritons formed from Co and Ni-centered porphyrins may help to resolve the HT polariton dispersion more directly.

In addition to indicating that one can utilize molecular properties to form new types of cavity polaritons, our results also show a resonator’s structure can enhance the light emission from HT polaritons in ways that differ from the standard Purcell effect. With appropriate cavity design, one could create higher $Q_c$ modes capable of more strongly increasing the radiative rate of the HT polaritons such that this process outcompetes ultrafast non-radiative relaxation to lower lying states. Furthermore, one can envision coupling macromolecular species built from porphyrin macrocycles such as dimers, trimers, tetramers, and covalent organic frameworks whose optical properties would be controlled through cavity polariton formation. These changes in both resonator and molecular struc-
ture provide a large phase space to search for optimal properties in light harvesting, energy transfer, and photo-catalytic capacity.

While we excited our loaded resonator samples at laser energies distinct from those of the cavity polariton states, one envisions using direct excitation of the hybrid light-matter states formed through strong coupling between the cavity photons and the Soret transition of metalloporphyrins to control the coherence of the HT vibronic polariton states. The coupling of these states could be probed through fluorescence-detected multidimensional spectroscopic studies as a way to understand inter-mode photon-photon interactions \(^{128-132}\), which could be useful for some quantum information processing methods \(^{133-136}\).

### 3.5 Conclusion

In conclusion, we have used qualitative theory to predict the presence and characteristics of HT cavity polaritons whose existence stems from simultaneous strong light-matter coupling and non-Condon vibronic coupling between the B and Q states present in metalloporphyrins. At sufficiently large values of \(\hat{V}_{LM}\) and \(\hat{V}_{HT}\), we find one can imprint the photonic content of cavity polaritons formed through strong light-matter coupling between cavity photons and the molecule’s Soret transition onto the Q state of a metalloporphyrin. In particular, we find these HT polaritons should possess energies below those of dark states and uncoupled molecules. Using several different test and control samples, we find evidence of HT polaritons in the light emission spectra of strongly coupled CuTPP-cavity systems. Additionally, we find the presence of a lower energy cavity mode in resonance with HT polariton light emission in deterministically designed resonator structures results
in enhanced and dispersive photoluminescence intensity. We propose the dispersion and increased intensity of the light emission stems from an increased radiative relaxation rate from the HT polariton state to photons in the cavity mode dressed by collective molecular vibrations. Our results show how one can leverage the complex coupling of electronic and nuclear degrees of freedom in molecular systems to enable coherent properties in hybrid light-matter systems, which may find use in optoelectronics, information processing, and photo-catalysis.
CHAPTER 4  POLARITON-MEDIATED COUPLING OF QUASI-DEGENERATE PORPHYRIN EXCITONS.


4.1 Introduction

As discussed in Chapter 1, a polariton is formed from the interaction of a cavity photon and a molecule exchanging energy faster than the decay rate of either state. Moreover, the cavity photon and molecular exciton must have a similar energy\(^2,10\). The molecular exciton possesses negligible dispersivity which can be ignored\(^2\). However, the cavity photon’s dispersivity is quite notable over the range of angles we measure and must be accounted for in our work. Because of their hybrid nature cavity polaritons will inherit some of the dispersive characteristics of the cavity photon. The fractional contributions of the cavity photon and exciton to the UP and LP are described by the Hopfield coefficients\(^12,13,137\). The Hopfield coefficients are found by solving for the eigenvectors of a Hamiltonian of the interacting system. A two level system in which a single cavity photon couples to a group of molecules embedded in a Fabry-Pérot cavity can be described by the following Hamiltonian\(^12,13\),

\[
\begin{bmatrix}
E_{ph} - i\sigma_{ph} & V \\
V & E_{ex} - i\sigma_{ex}
\end{bmatrix}
\begin{bmatrix}
\alpha \\
\beta
\end{bmatrix}
= \epsilon
\begin{bmatrix}
\alpha \\
\beta
\end{bmatrix}
\]

(4.1)

where the Hopfield coefficients are represented by the variables \(\alpha\) and \(\beta\). The polariton energy is represented by \(\epsilon\). Meanwhile, \(V\) is the interaction between the cavity and exciton, which can be described as \(\hbar\Omega/2\). Solving Eq. (4.1) results in the following eigenvector and eigenvalues\(^8,12\),
\[ \epsilon = E_{UP/LP}(\theta) = \frac{E_{ph}(\theta) + E_{ex}}{2} \pm \frac{1}{2}\sqrt{(E_{ph}(\theta) - E_{ex})^2 + 4V^2} \quad (4.2) \]

\[ |\alpha_{UP/LP}|^2 = \frac{V^2}{V^2 + (E_{UP/LP}(\theta) - E_{ph}(\theta))^2} \quad (4.3) \]

\[ |\beta_{UP/LP}|^2 = \frac{V^2}{V^2 + (E_{UP/LP}(\theta) - E_{ex})^2} \quad (4.4) \]

The photonic fraction of a polariton branch is described in Eq. (4.3) while the excitonic fraction is described in Eq. (4.4). While the photonic and excitonic nature of each branch will vary, the combined contributions from each state are consistent; \(|\alpha|^2 + |\beta|^2 = 1\).

Recall from Chapter 1 that the photon energy is dispersive and is defined as \(E_{ph}(\theta) = E_{cutoff} \left(1 - \frac{\sin^2 \theta}{n_{eff}}\right)^{-1/2}\). Because \(\epsilon\) has a photon component the energy of the polariton will be dispersive, or angle dependent. The Hopfield coefficients are the eigenvectors of Eq. (4.1). The eigenvectors are calculated using the eigenvalue \((\epsilon)\). Because \(\epsilon\) is dispersive it follows that the resulting \(|\alpha|^2\) and \(|\beta|^2\) will also depend on angle. There can also exist an angle at which \(|\alpha|^2 = |\beta|^2 = 0.5\), this occurs in cavities that can trap cavity photons lower in energy than the energy of the exciton. Moreover, the angle at which the two Hopfield coefficients are equal is often referred to as the resonance angle and represents the point of maximum coupling, with the polariton state being described as a 50/50 mixture of the cavity photon and exciton. Finally, in Eq. (4.1), the factor \(\sigma\) represents the decay rate of the cavity and exciton. The cavity losses, or the FWHM, of the system is imprinted in the imaginary part of Eq. (4.1).

So far, discussions in Chapters 2 and 3 have involved the formation of cavity polaritons
in which a cavity photon couples to a specific chromophore, either ZnTPP or CuTPP. However, if we extend the molecular orbital analogy to polariton formation, multiple p orbitals can interact together with an s orbital. Similarly, it is possible to embed multiple excitons into a Fabry-Pérot cavity to interact with a cavity photon. Previous studies have proposed polaritons formed from nearly degenerate Frenkel and Wannier-Mott excitons stemming from materials in different layers of a Fabry-Pérot cavity drives a photon-mediated entanglement of spatially separated material excitations across all light-matter coupling conditions\textsuperscript{7,8}. However, it still remains unclear in what limit of near degeneracy these results exist and how to characterize similar entanglement for excitons stemming from highly disordered molecular ensembles. One parameter to characterize polaritons is the Hopfield coefficient, described in Eqs (4.3) and (4.4). In this chapter we will form a cavity polariton by coupling two nearly degenerate Soret states of a porphyrin molecule to a cavity photon.

The Hopfield coefficients determine the photonic and excitonic character of a polariton branch. Near the resonance angle the photonic and excitonic parts are equal. The LP is expected to be more photonic at lower angles, becoming more excitonic as the angle is increased. The UP will have the opposite behavior. Due to the presence of two excitons a middle polariton is expected to form as well, this polariton branch should have an equal mix of both excitons at resonance. The dynamics of a polariton are expected to be related to how the exciton and photon fractions are distributed along a polariton branch\textsuperscript{138}. Therefore, in order to understand processes such as nonradiative energy transfer it is important to establish the fractional contributions the photon and excitons will make to the polariton states.

We design a tri-layer Fabry-Pérot cavity which includes layers embedded with CuTPP
and H₂TPP molecules spaced by a layer of SiO₂, as seen in Figure 4.1. We use a three oscillator Hamiltonian to find the energies and Hopfield coefficients of the polaritons formed using this multi-mode cavity. Our calculations indicate that the despite the quasi-degeneracy of the excitons involved in forming the polariton states each polariton branch inherits a different excitonic character.

![Figure 4.1](image)

Figure 4.1: A schematic of the multi-mode cavity used to form the quasi-degenerate cavity polaritons. The nodes of the cavity photon were set at the antinode locations of a 3λ/2 cavity separated by a spacer layer of length ∼λ/2.

### 4.2 Methods

Table 4.1: Comparison of the refractive index, cutoff energy, detuning, and photon-exciton interaction used to model the energy and Hopfield coefficients of our samples. A list of the cavity samples which includes the cavity composition is provided in Appendix B.

<table>
<thead>
<tr>
<th>Sample</th>
<th>V₁/V₂ [meV]</th>
<th>E₉₉ [eV]</th>
<th>Detuning [meV]</th>
<th>nₑff</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cavity 4</td>
<td>101</td>
<td>2.787</td>
<td>-184</td>
<td>1.7427</td>
</tr>
<tr>
<td>Cavity 15</td>
<td>108</td>
<td>2.975</td>
<td>+4</td>
<td>1.8447</td>
</tr>
<tr>
<td>Cavity 30</td>
<td>109</td>
<td>3.045</td>
<td>+74</td>
<td>1.7447</td>
</tr>
<tr>
<td>Cavity 2x</td>
<td>93</td>
<td>2.885</td>
<td>-86</td>
<td>1.8427</td>
</tr>
</tbody>
</table>

Distributed Bragg reflectors were fabricated using an established chemical vapor deposition method, with the details of our deposition techniques being described in Appendix A. Alternating layers of SiO₂ and Si₃N₄ were deposited on a UV fused silica substrate obtained from MTI corp. Using the wave-transfer matrix model we designed the DBR so that the stop band is centered near 718 THz, which is the average maximum absorption
of the Soret band of CuTPP and H$_2$TPP. The CuTPP was dissolved in PMMA at a concentration of $\sim$1mM and spun coated on top of the DBR structure. To form the spacer layer, we used physical vapor deposition to deposit a layer of SiO$_2$ unto the spun coated layer of doped polymer. The newly deposited SiO$_2$ layer was cured under vacuum at 70°F for 10 hours and then allowed to relax for 48 hours at room temperature. Next, H$_2$TPP was dissolved in PMMA at a concentration of $\sim$1mM and spun coated unto the structure. Finally, a layer of aluminum was deposited to cap the structure using physical vapor deposition, forming the Fabry-Pérot cavity. The final structure was designed to have a detuning of -184 meV from the Soret band of the excitons. To achieve this detuning the cavity required a thickness of 447 nm, with the thickness of each layer being equal. Two more structures with thicknesses of 412.8 nm and 408 nm, or detunings of +4 meV and +74 meV, were constructed. We also construct a cavity in which the CuTPP and H$_2$TPP doped layers are flipped, dubbing this structure as "Cavity 2x." The cavity detunings with respect to the Soret band can be found in Table 4.1. Finally, we construct a single layer CuTPP cavity with a thickness of $\sim$ 154 nm from a solution with a concentration of $\sim$ 1mM CuTPP. This cavity had a photon-exciton coupling constant of 0.117 meV and a $n_{eff}$ of 1.8227. The Polariton dispersion was measured using an Ocean FX spectrometer and a Thorlabs SLS204 lamp.

We use a three oscillator Hamiltonian to model the energies and Hopfield coefficients of the polariton samples. This three oscillator Hamiltonian has been shown to establish these quantities accurately in a quantum-well micro-cavity\textsuperscript{138}. By expanding Eq. (4.1) to include a second exciton the new matrix becomes\textsuperscript{7,8,138},
where $V_1$ and $V_2$ is the interaction between the excitons and cavity photon. In the calculation we set $V_1 = V_2$ since the thickness and concentration of the CuTPP and H$_2$TPP molecules were designed to be equal in the cavity. The peak absorption of the Soret peak of CuTPP spun coated at 4000 rpm was measured to be 0.1319 OD, while the absorption of the H$_2$TPP Soret peak was measured at 0.1113 OD. The similar intensity of the Soret peaks indicates that the oscillator strength of the S$_2$ transition in both chromophores is comparable. We use Eq. (4.5) to calculate the energy and Hopfield coefficients of the multi-mode cavity described in Figure 4.1. Table 4.1 shows the parameters used we used in our 3x3 Hamiltonian. In the Hamiltonian $\sigma_{ex1}$ and $\sigma_{ex2}$ are expected to stay constant as the angle changes. However, the FWHM of the photon may change as the reflectivity of the DBR is angle dependent. I measured the FWHM of an empty cavity at various angles and used a Lorentzian function to fit its FWHM. I then used a polynomial to model the change in the FWHM of the cavity mode with respect to angle. This polynomial function serves to model the behavior of $\sigma_{ph}$ in Eq. (4.5). The cavity linewidth function can be found in Appendix B.2.

4.3 Results

The dispersion of cavity 4, which is the cavity most negatively detuned from the average Soret band of H$_2$TPP and CuTPP is shown in Figure 4.2. From Figure 4.2 we observe the near degeneracy of the Soret bands of the CuTPP and H$_2$TPP molecules as they are
Figure 4.2: a) UV-Vis spectra of the CuTPP and H₂TPP excitons showing their quasi degeneracy in comparison to the photon mode of a bare cavity at 0 degrees. As the cavity photon is tuned closer to the Soret band of the molecules we observe the formation of an upper and lower polariton (red dashed line). b) The dispersion curve of a multi porphyrin cavity with a detuning of -184 meV. The insert shows the transmission spectra near the resonance angle of 39°.

separated by approximately 20 meV, or less than 1% of the energy of Soret band. The cavity photon has an energy of around 2.78 eV. As we change the angle of the cavity the energy of the photon comes closer to that of the Soret bands of the H₂TPP and CuTPP molecules and clear formation of an upper and lower polariton state is observed, with an observed Rabi splitting of 140 meV. Figure 4.2 depicts the dispersion curve for the cavity. Because this cavity system involves the coupling between 3 states, 2 molecular excitons and 1 photon, we expect to observe 3 final states; and upper a middle, and a lower polariton. However, as seen on the left side of Figure 4.2, there is no observable middle polariton.

We proceed to calculate the excitonic and photonic fraction of each polariton branch using the 3x3 matrix described earlier. We find the photon fraction in the lower polariton is high at low angles and proceeds to decrease as the cavity is tuned to higher angles, which
Figure 4.3: Hopfield coefficients showing the photonic (yellow), CuTPP exciton (blue) and $\text{H}_2\text{TPP}$ fraction (red) of the Upper, Middle, and Lower polaritons formed from a cavity with a detuning of approximately -184 meV.

we expect. However, in contrast to previous studies, we find the LP fraction of CuTPP and $\text{H}_2\text{TPP}$ excitons differ substantially. The CuTPP fraction of the LP state remains low, peaks near the resonance angle, and then proceeds to decrease along with the photon fraction. The $\text{H}_2\text{TPP}$ fraction on the other hand steadily increases with angle. We find the reverse trend when examining the Hopfield coefficients of the upper polariton. Most interestingly, we find the photon fraction of the middle polariton remains low at all angles, suggesting that the middle polariton is highly excitonic and predominantly localized on the different molecules. This low photon content likely explains our inability to resolve the middle polariton when measuring the dispersion of the cavity structure in Figure 4.2a.

We repeat the measurement for cavity 15, which has minimal detuning. Figure 4.4
Figure 4.4: The dispersion curve for the multi porphyrin cavity with a detuning of +4 meV. The insert shows the transmission spectra near the resonance angle of 2°.

shows the dispersion curve for a cavity 15, which was designed so that the cavity mode is near resonance at an incidence angle of 0°. As the cavity thickness changes to trap higher energy photons the resulting lower polariton becomes less dispersive. This is reflected in the Hopfield coefficients by a decrease in the photonic character of the lower polariton mode, as seen in Figure 4.5. The upper polariton is affected in the opposite manner. The photon content of the UP increases and the exciton content decreases. Finally, the photonic content of the middle polariton remains negligible.

Next, we perform the measurement on a cavity 30, which is positively detuned when compared to the energy of the Soret bands of CuTPP an H₂TPP. The trend of the lower polariton branch becoming less dispersive continues, as seen in Figure 4.6. Moreover, we
Figure 4.5: Hopfield coefficients showing the photonic (yellow), CuTPP exciton (blue) and $\text{H}_2\text{TPP}$ fraction (red) of the Upper, Middle, and Lower polaritons formed from a cavity with a detuning of approximately +4 meV.

still do not observe a middle polariton branch. From the calculated Hopfield coefficients we see that the LP has a mostly $\text{H}_2\text{TPP}$-like characteristic through all angles. The UP on the other hand is largely photonic at all angles. The middle polariton continues to have a very small photonic contribution. From the calculations we observe that as the cavity is made to trap higher energy photons the middle polariton takes on a more CuTPP-like characteristic.

In the cavity design the CuTPP layer is spun coated unto the DBR while the $\text{H}_2\text{TPP}$ layer is spun coated unto the SiO$_2$ spacer layer, as seen in Figure 4.1. To test if the position of the chromophores inside the cavity impacts the nature of the formed polaritons we formed a negatively detuned cavity in which the CuTPP and $\text{H}_2\text{TPP}$ layer were flipped. Figure
4.6 show the dispersion curve for the multi porphyrin cavity with a detuning of +74 meV. The insert shows the transmission spectra near the resonance angle of 2°. Calculating the Hopfield coefficients in Figure 4.9 we observe a similar behavior as the -184 meV detuned cavity 4. The CuTPP exciton fraction is dominant in the UP at low angles, with the photon fraction becoming more dominant at higher angles. The LP follows an opposite trend, having a high photon fraction at low angles and an increasingly high H$_2$TPP fraction at higher angles. Similarly to the previous calculations the photon fraction of the middle polariton is negligible.
Figure 4.7: Hopfield coefficients showing the photonic (yellow), CuTPP exciton (blue) and H$_2$TPP fraction (red) of the Upper, Middle, and Lower polaritons formed from a cavity with a detuning of approximately +74 meV.

4.4 Hopfield coefficients of a CuTPP/H$_2$TPP multimode cavity

We observe that strong light-matter coupling of nearly degenerate Soret excitations to a single photon does not result in constant entanglement of the molecular excitons. Despite their quasi-degeneracy the UP branch inherits a more Copper-like nature, as shown by its higher CuTPP exciton fraction. As the detuning is increased the dynamic range of the Hopfield coefficients changes substantially. The UP becomes photon-like at all angles, while for the LP the H$_2$TPP exitonic fraction becomes dominant.

From the data in Figure 4.3 we notice that the exciton fractions of the UP converge at higher angles, while for the LP this convergence occurs at lower angles. This convergence of exciton fractions can be understood by examining the dispersion curve of the
Figure 4.8: The dispersion curve of a flipped multi-mode cavity with a detuning of -86 meV. The insert shows the transmission spectra near the resonance angle of 26°.

multi-mode cavity. The maximum photon fraction of the LP will always be near angle 0 while the maximum exciton fraction will be at 90°. The combined contribution from the photonic and excitonic parts must remain constant, $|\alpha|^2 + |\beta|^2 + |\gamma|^2 = 1$. The increase in the photonic fraction around angle 0 must be accompanied by a decrease in the excitonic CuTPP and H$_2$TPP fractions, leading to a convergence of the photon and exciton fractions at low angles. The UP experiences an opposite phenomenon. As the cavity angle increases the excitonic fraction decreases, leading to a convergence of CuTPP and H$_2$TPP fractions at higher angles. We also observe maximum H$_2$TPP contribution to the UP when the cavity photon is overlapped with the energy of the H$_2$TPP band. Similarly, maximum contribu-
Figure 4.9: Hopfield coefficients of a flipped multimode cavity showing the photonic (yellow), CuTPP exciton (blue) and H$_2$TPP fraction (red) of the Upper, Middle, and Lower polaritons formed from a cavity with a detuning of approximately -86 meV.

The transition of the CuTPP to the LP occurs when the cavity mode is tuned to the resonance of the CuTPP Soret band. A polariton state near resonance is expected to have equal contribution from the photonic and excitonic parts. As the angle is increased the energy of the cavity photon will increase. The photon fraction of the LP will decrease and the photon fraction of the UP will increase. Because the H$_2$TPP exciton is lower in energy the cavity photon will interact with it first. As the angle is tuned higher the energy of the photon will increase and the cavity photon will more closely interact with the CuTPP exciton.

Photon-mediated energy transfer processes have been sought after by physical chemists and optical engineers for a number of years$^{7,18,38}$. The Förster resonance energy transfer (FRET) process requires an overlap in the absorption and emission spectra of two chro-
mophores. Moreover, its rate is proportional to $1/R^6$, where $R$ is the distance between the two chormophores, which limits applications to distances of $< 100$ Angstroms\textsuperscript{1,18}. The Dexter energy transfer process requires wave function overlap between two chromophores, also requiring two choromophores to be in close proximity\textsuperscript{1}. A photon-mediated energy transfer process may address these limitations. In particular, coupling both, the donor, and acceptor molecules in a quasi-degenerate system could result in the creation of delocalized polariton states that would mediate energy transfer across distances impossible for traditional processes such as FRET. To interrogate an energy transfer process the higher energy state would have to be pumped while the lower energy state is probed to observe signs of an energy transfer process between the two states. However, the energy and nature of a polariton state is highly dependent on angle. This necessitates a calculation of its dispersion and Hopfield coefficients. Because the CuTPP and H\textsubscript{2}TPP excitons are not simultaneously coupled at all angles the UP is expected to inherit the dynamics of the CuTPP at low angles, while the LP is expected to inherit the dynamics of the H\textsubscript{2}TPP at higher angles. Using this information the most efficient pump energies would be at angles lower than the resonance, where the UP is mostly exciton-like, while the pump angle should be tuned to higher angles, where the LP is mostly exciton-like.

The middle polariton was found to have a negligible photonic component at all angles. The small photonic content of the middle polariton is likely the reason for our inability to observe it. This follows with previous observations conducted by Lidzey, Bradley, Skolnick and co-workers in which they concluded that the visibility of a polariton branch is proportional to the square root of its photon component\textsuperscript{140}. The middle polariton was mostly CuTPP-like at higher angles and H\textsubscript{2}TPP-like at lower angles. At the resonance angle the
middle polariton possesses an equal contribution from both excitons. This suggests that at resonance the potential energy surface of the middle polariton is an equal mixture of the CuTPP and H$_2$TPP potential energy surfaces. The ability to use light to hybridize two molecular potential energy surfaces together could suggest the potential for new photo-physical and photochemical processes.

4.5 Dynamics of a CuTPP/H$_2$TPP multimode cavity

The Hopfield coefficients play an important role in determining the dynamics of a polariton system. As described earlier, it would be expected that a lower polariton would behave very much like a photon when tuned far below resonance, while inhering mostly the properties of an the exciton when far above resonance. The upper polariton would be expected to have the opposite behavior. By plotting the imaginary values of the Hamiltonian described in Eq. (4.5) it is possible to calculate how the linewidth of each polariton branch is impacted by cavity detuning, as seen in Figure 4.10.

The dispersion of the photon mode was modeled by experimentally measuring the dispersion of an empty cavity and fitting the resulting FWHM to a polynomial function. The polariton spectra was modeled using the method described in Chapter 2. The UP was modeled using the asymmetric lineshape described in Eq. (2.2), while the LP was modeled using a standard Lorentzian. As seen in Figure 4.10, we observe a relatively poor fit between the experimental and predicted values. This is likely due to the model’s inability to account for motional narrowing caused by polariton formation$^{10,30,39}$.

Before describing motional narrowing it is first necessary to discuss the sources of broadening within a cavity system. A polariton is a hybridization of a cavity photon and
Figure 4.10: a) The calculated linewidths of a -184 meV detuned multilayer cavity sample with the experimental LP linewidths overlayed b) The calculated linewidths of a -86 meV detuned multilayer cavity sample with the experimental LP linewidths overlayed c) The experimental LP linewidths for the -184 meV detuned sample as a function of exciton fraction d) The experimental linewidths of the -86 meV detuned sample as a function of exciton fraction.

an exciton. In this study we use the Soret excitation of the CuTPP and H$_2$TPP molecules to form the polariton structures. The cavity photon will have a lifetime largely governed by the mirror reflectivity, giving it a Lorentzian profile$^{141}$. The excitons will have a finite
lifetime as well, which will be partly determined by the surrounding environment. The exciton will experience inhomogeneous (Gaussian) broadening as porphyrin molecules located within different environments inside the cavity sample will interact differently with the incoming electromagnetic field, resulting in each exciton absorbing slightly different wavelength of light\textsuperscript{138}. The resulting spectrum is a superposition of a collection of molecules each in a slightly different environments absorbing a slightly different energy of light. The excitons will largely interact with the environment within their De Broglie wavelength, which is orders of magnitude smaller than the size of the cavity. During strong light-matter coupling the excitons interact with the cavity photon to form delocalized polariton states. Because of the delocalized nature of the polariton, the local environmental effects which would be exerted on an exciton are now averaged over the size of the cavity, resulting in the polariton lineshape being narrower than that of the uncoupled exciton. This is particularly noticeable for the LP, as the interpolariton decay channels discussed in Chapter 2 have a profound impact on the UP\textsuperscript{102,142}.

Using this simple description, when looking at an UP branch far away from resonance it should resemble the Lorentzian lineshape of a cavity mode, while far away from resonance, the LP is expected to resemble the Gaussian lineshape of an exciton. However, a problem appears when near resonance. To properly describe the lineshape of a polariton near resonance it is insufficient to simply convolve the two functions, it also necessary to account for the motional narrowing effect. The motional narrowing effect was first explained by Whittacker \textit{et al.}\textsuperscript{30}. We can write a Hamiltonian to describe the kinetic and potential energy of a particle as,
where the kinetic energy component is dependent on mass while the potential energy is dependent on position. The lineshape of a fully localized particle will reflect the probability distribution of the potential of the particle. If we treat the porphyrin chromophores as fully localized, the Soret bands of uncoupled molecules seen in Figure 4.2 will represent the probability distribution of the exciton potentials. During polariton formation the exciton couples to the cavity photon, forming a polariton. This polariton state has a "light-like" characteristic, which would impact the mass and position factors of the Hamiltonian in Eq. (4.6). If we wish to continue to relate the lineshape of the polariton to the disorder potential then we must account for the photonic character of the polariton state. The polariton lineshape as described by Whittacker et al. is \( \Gamma_{lp} = \Gamma_{ex} \frac{|c_{ex}|^4}{|c_{ph}|^2} \), where \( |c_{ex}|^2 \) and \( |c_{ph}|^2 \) are the Hopfield coefficients representing the exciton and photon fractions respectively. This suggests the linewidth will vary depending on the weight of the exciton and photonic components. We see that the lineshape becomes undefined when \( |c_{ph}|^2 = 0 \). However, this problem would only become relevant when \( \theta \) would approach 90°, an angle we are not capable of observing.

While the model introduced by Whittacker et al. was designed to describe the behavior of a InGaAs quantum well polariton system we also observe a similar motional narrowing effect in our multi-layer porphyrin system, as seen in Figure 4.10. Most notably we observe the smallest linewidths when the exciton fraction is \( \sim 0.5 \), as predicted by the Whittacker model. Another notable difference in our cavity design is that we use a multi-layer cav-
ity embedded with two nearly degenerate excitons, despite this we still observe lineshape narrowing near the resonant angle. Therefore, the delocalization of both excitons contributes to the lineshape of the LP. Delocalization of both excitons would provide for an efficient energy transfer system. DelPo, Scholes and coworkers concluded that while coupling a donor molecule to a cavity photon allows for efficient donor-acceptor interaction, the energy transfer rate is slowed due to the poor wave-function overlap between the localized acceptor and the delocalized polariton state. Therefore, this limitation could be addressed by forming polaritons by using both, the donor and acceptor molecules. Interestingly, when examining the lower polariton lineshapes of a single layer cavity with a similar CuTPP concentration we do not observe narrowing of the lower polariton around the resonance angle, as seen in Figure 4.11. The motional narrowing model assumes a layered quantum well structure. However, in Figure 4.11 we analyzed a single layer micro-cavity. Therefore, the alternating layers of doped and undoped polymer within our cavity may be acting analogously to a quantum well micro-cavity, which is typically composed of layers of semiconductors with alternating band gaps.

4.6 Conclusion

In this study, we examined how the hybridization of two quasi degenerate porphyrin excitons depends on their collective coupling to the photonic fluctuations in a single cavity mode. We find that despite their near degeneracy, the strong light-matter coupling of CuTPP and H$_2$TPP excitons does not lead to constant entanglement of these excitons. We use a three oscillator Hamiltonian to model the energies and Hopfield coefficients of our samples. The model predicts the near absence of a photonic component in the middle
Figure 4.11: a) Calculated and experimental linewidths of a single-layer micro-cavity doped with ∼ 1mM CuTPP. The cavity resonance angle is ∼ 55°. No noticeable narrowing near the resonance angle is observe. b) The experimentally measured lineshapes of a ∼ 1mM CuTPP cavity single layer cavity as a function of exciton fraction.

polariton, which may explain our inability to observe this polariton state. We also observe that the exciton fractions are maximally mixed near resonance, suggesting the potential energy surface of the middle polariton is a mixture of the two exciton states. Moreover, constructing a more positively tuned cavity appears to increase the CuTPP fraction of the middle polariton, this would suggest at large detunings the dynamics of the middle polariton would be very similar to that of a free space CuTPP molecule. Moreover, we predict that the excitonic portion of the lower polariton will be mostly H₂TPP. On the contrary, the upper polariton inherits the excitonic portion of the CuTPP. This contrasts with previous studies involving quasi-degenerate Frenkel-Wannier-Mott in which the excitonic fraction of the upper polariton was not distinguished between the two excitons.

We also examined the lineshapes of highly detuned multi-layer cavity samples. With the detuning from the Soret band being -184 meV and -86 meV. We found that the observed
lineshapes showed a minimum near the resonant angle and fit poorly with those predicted by the three oscillator Hamiltonian. This is likely because of the motional narrowing effect, described by Whittacker et al. Exciton lineshapes are subject to inhomogeneous broadening due to the individual molecules being embedded in a slightly different environment. The resulting transmission spectra would be an average of these individually embedded molecules, creating a broadening effect. However, during strong light-matter coupling polariton formation occurs. Unlike the excitons, polaritons are highly delocalized and are no longer "fixed" within the PMMA film. This delocalization decreases the importance the local environment has on the lineshape, causing a narrowing in the spectrum. In conclusion, this study indicates the need to carefully examine how the weight of the Hopfield coefficients in any experimentation. Even when forming polaritons from two nearly degenerate excitons the UP and LP inherit different excitonic characteristics. This must be accounted for if conducting an experiment to detect energy transfer between the polariton branches. Moreover, this study shows that while the simple three oscillator model is sufficient to describe the energy of the system, it fails to adequately predict the dynamics, which requires the motional narrowing model.
CHAPTER 5 CONCLUDING REMARKS

5.1 Introduction

In my dissertation I address several gaps in the established literature. First, I address the apparent discrepancy between the so-called gap law and the observed internal conversion rate in a molecular polariton system. Second, I discuss the importance of the vibronic coupling mechanism in the photophysics of a polariton system. Lastly, I find that the coupling of two quasi-degenerate states does not lead to constant photon mediated entanglement of the two excitons. I will discuss future projects which can be undertaken to further expand on these conclusions.

5.2 Future work

Theoretical studies have predicted that polariton energy levels possess their own PES\(^{27,28}\). While we have shown evidence of this in Chapter 2, scientists have not yet mapped out the shape of a polariton PES. This may be possible with the use of vibrational coherence spectroscopy\(^{143}\). In summary a IR laser pulse is directed at the sample. This pulse creates a coherent ground state wave packet which will move along the ground state PES. Probing the ground state at different times as this wave packet evolves will, therefore, result in an energy map of the excited state PES. By using a probe which is centered around the energy of each polariton it would be possible to determine the shape of each polariton PES. Moreover, it was determined that the middle polariton of a quasi-degenerate state that is an equal mixture of both, CuTPP and H\(_2\)TPP at resonance. By using such a technique it would be possible to experimentally verify if the PES of this middle polariton is truly a mixture of the two excitons. The excitonic fraction of the middle polariton is also only expected to be
near equal when at the resonance angle. Probing such a sample at different angles could reveal how the exciton fraction impacts the shape of the PES.

While we have observed motional narrowing in or multi-layer cavity samples containing CuTPP and H$_2$TPP we did not observe a similar phenomenon in the single layer cavity containing only CuTPP. It may be that just as a InGaAs quantum well cavity requires multiple layers to observe the motional narrowing phenomenon, so does our multi-mode cavity. This hypothesis may be tested by using PVD to deposit thin layers of porphyrin/SiO$_2$ in order to form a quantum well cavity. If the properties of a polariton state depend on the number of layers coupling to the cavity photon it could be another variable to control the optical and chemical properties of a hybridized state.

Through this work we have relied on various porphyrin molecules to form the polariton states. Porphyrins serve as an excellent system for studying cavity polaritons due to both, their application as a model light harvesting molecule, and their large transition dipole moment which can easily couple to a cavity mode. Clearly however, porphyrins are not the only possible class of molecules from which cavity polaritons can be made. As long as a molecular transition has a sufficiently strong oscillator strength, and a photon of appropriate strength can be trapped within a cavity, the two components have a chance to form polariton states. Over the past decade scientists have made efforts to create more efficient light sources. In particular studies have been conducted to determine if polariton formation can increase the rate of reverse intersystem crossing (RISC) in order to enhance the efficiency of light emitting diodes\textsuperscript{11,35}. These results have been ambiguous, with Stranius, Hertzog and Börjesson reporting an increase in the RISC rate. However, Cohen, Eizen and co-workers concluded that the RISC rate to the dark states will always dominate, negat-
ing any benefit of polariton formation. Manipulating RISC rates is not the only way to manipulate light emission. Recent studies using two dimensional hybrid perovskites have shown that they can be used as sources of white light\textsuperscript{144,145}. The emission of the white light can be manipulated by changing the ratio of the halide within the sample, which in turn changes the energy of the free exciton\textsuperscript{145}. Coupling the free exciton to a cavity photon may result in the ability to manipulate the photoluminescence of hybrid perovskites with more precision than with synthesis alone.

Lastly, efficient artificial photosynthesis has been perhaps one of the most sought after goals in the photochemical and photophysics community\textsuperscript{146}. We discussed the impacts of polariton formation on internal conversion in Chapter 2, which is an important step in the photosynthesis pathway. However, the photosynthesis process also involves electron transfer across numerous molecules. Therefore, there exists a need to understand how polariton formation impacts through-bond electron transfer. Porphyrin dimers would be an ideal model system to study such a process as the porphyrin macrocycle is central to the structure of the chlorophyll molecule.

5.3 Conclusion

Expressing rational control over photochemical and photophysical processes such as nonradiative relaxation remains an unfulfilled goal among the physical chemistry community. The ability to form cavity polaritons is one tool chemists can use to address this challenge. However, just as with any tool, it is first necessary to understand how to properly use it. Through this thesis I have discussed the importance of various factors such as interpolariton decay channels, the Hopfield coefficients, and Herzberg-Teller coupling
play in impacting the photophysics of a polariton system. The unique properties of these systems may lead to the development of artificial photosynthesis systems, improvements in current electron energy transfer mechanisms, as well as advancement in light emitting technologies.
A.1 MATLAB code used to model cavity photon and DBR transmittance/reflectance

Figure A1: A model of the cavity mode and DBR reflectance produced from running the code presented in Appendix A.

Below is the code I used to model the behavior of a cavity photon in a Fabry-Perot cavity. This code is designed to model the behavior of a tri-layer cavity structure with two PMMA interfaces spaced by a layer of SiO$_2$. The two mirrors that are used in the model are a thin layer of aluminum and a DBR. To use the code the complex refractive index of aluminum must be imported in line 7. The information about the Al index was obtained from Rakic et al.$^{19}$ The refractive index of SiO$_2$, Si$_3$N$_4$ and PMMA was accounted for in
lines 8-51 by using the Sellmeier equations\textsuperscript{147-149}. To perform basic calculations using the model enter the thickness of the aluminum mirror in line 53. Enter the number of segments inside the DBR in line 72. Enter the thickness of the each DBR layer in lines 77 and 78. The cavity is designed to account for an odd number of DBR layers. To account for this odd layer enter its refractive index in line 83 and distance in line 86. Enter the estimated distance of the PMMA spacer layers in lines 87 and 88. Through my studies I noticed that the thickness of the layer closest to the aluminum was consistently $\sim 25$ nm thicker than expected. This discrepancy is accounted for in the code. If desired, enter the angle of incidence in line 100. This code was designed to calculate the behavior of a cavity for TM polarization. Running the code will produce a result similar to figure A.1 from which the reflective behavior of the cavity mode and the DBR can be estimated. This input data was used to design the tri-layer CuTPP cavity in Chapter 3. Setting the parameters in lines 88 and 90 to zero will result in this code modeling the behavior of a single layer cavity.

1 \texttt{\%\%Generating code for cavity reflectance}  
2 \texttt{\%Design overview:}  
3 \texttt{\%[air−substrate Rn1]−[substrate−Si3N4 of DBR Rn2]−[First Si3N4 layer−DBR Rn3]}  
4 \texttt{[DBR reflectance Rn4]−[mirror−coating Rn5]−[coating−spacer Rn6]}  
5 \texttt{[spacer−coating Rn7]−[Aluminum Rn8];}  
6 \texttt{\%\%}  
7 \texttt{\texttt{load ('Al_out')}}  
8 \texttt{\%\% Sellmeier for SiO2}  
9 \texttt{B=0.6961663;}  
10 \texttt{C=(0.0684043)^2;}
B1 = 0.4079426;
C1 = (0.1162414)^2;
B2 = 0.8974794;
C2 = (9.896161)^2;
v1 = (Alindex(:,1))';
v = v1 * (10^12);

yy = ((2.99*10^8) ./ (v*10^-6));

% yy = (.1:0.001:1);
% convert = 2.99*10^8 ./ (v);
%yy1 = yy * 10^12;

yy2 = (yy).^2;

nn1 = ((B*yy2) ./ ((yy2) - C));
nn1a = nn1 + ((B1*yy2) ./ ((yy2) - C1));
nn1b = nn1a + ((yy2*B2) ./ ((yy2) - C2));
nindex1 = sqrt(nn1b + 1);
scale1 = ((2.99*10^8) ./ (v)) * 10^9;

% figure
% plot (scale1, nindex1);
%

% Sellmeier for Si3N4
D = 3.0249;
E = (0.1353406)^2;
D1 = 40314;
E1 = (1239.842)^2;

nn2 = ((D*yy2) ./ ((yy2) - E));
nn2a = nn2 + ((D1*yy2) ./ ((yy2) - E1));
nn3 = n2 + ((x5 * (y1.^2)) ./ ((y1.^2) - x6));
38  nindex2=sqrt(nn2a+1);
39  \%\% Sellmeier for PMMA
40  F=0.99654;
41  G=(0.00787);
42  F1=0.18964;
43  G1=(0.02191);
44  F2=0.00411;
45  G2=(3.85727);
46  yy=((2.99*10^8)./(v*10^-6));
47  yy2=(yy)^2;
48  nn3=((F*yy2)./((yy2)-G));
49  nn3a=nn3+((F1*yy2)./((yy2)-G1));
50  nn3b=nn3a+((yy2*F2)/((yy2)-G2));
51  nindex3=(sqrt((nn3b+1)));
52
53  Al_d=(13*10^-9);
54
55  \%Input the index of medium and substrate
56  nair=1;
57  ns=nindex1;
58
59  \%Input the distance in meters light travels through each layer
60  dair=1;
61  ds=(1.1*10^-3);
62
63  \%Input the speed of light and frequency range
64  c=(2.99*10^8);
\[
\text{\texttt{lambdascale}} \equiv (c/v) \times 10^9; \\
\text{\texttt{evscale}} \equiv 1240/\text{\texttt{lambdascale}}; \\
% \text{\texttt{Input the number of air/substrate interfaces.}} \\
\text{\texttt{N}} = 1; \\
% \\
\text{\texttt{N}} = 1; \% \text{\texttt{Number of Si3N4/Bragg interfaces}} \\
% \text{\texttt{Input the number of segments used in the Bragg mirror}} \\
\text{\texttt{Nx}} = 6; \\
% \text{\texttt{Input the index of refraction of each layer in the Bragg structure}} \\
\text{\texttt{n1}} \equiv \text{\texttt{nindex1}}; \% \text{\texttt{index SiO2}} \\
\text{\texttt{n2}} \equiv \text{\texttt{nindex2}}; \% \text{\texttt{index Si3N4}} \\
% \text{\texttt{Input the distance in meters light will travel through each layer}} \\
\text{\texttt{d1}} \equiv (58.67 \times 10^{-9}) \times 3; \% \text{\texttt{thickness SiO2 (distance=\texttt{lambda}/4n)}} \\
\text{\texttt{d2}} \equiv (58.67 \times 10^{-9}) \times 3; \% \text{\texttt{thickness Si3N4}} \\
% \text{\texttt{Input the number of coating/mirror interfaces}} \\
\text{\texttt{Nc}} = 1; \\
% \text{\texttt{Input the index of refraction of the coating on top of the mirror and the}} \\
% \text{\texttt{mirror layer.}} \\
\text{\texttt{Na}} = \text{\texttt{n2}}; \\
\text{\texttt{npmma}} \equiv \text{\texttt{nindex3}}; \\
% \text{\texttt{Input the distance in meters light will travel though each layer}} \\
\text{\texttt{dd}} \equiv (58.67 \times 10^{-9}) \times 3; \% \text{\texttt{Thickness of first SiO2 layer, thickness calculated}} \\
\text{\texttt{from FSR equation FSR=c/2nl, where n is the average index at 424nm}} \\
\text{\texttt{and FSR is set at 707 THz.}} \\
\text{\texttt{dpmma}} \equiv (147.7 \times 10^{-9}); \% \text{\texttt{Thickness of PMMA closest to DBR}} \\
\text{\texttt{dpmma2}} \equiv (122.7 \times 10^{-9}) + (25 \times 10^{-9}); \% \text{\texttt{Thickness of PMMA closest to Al}}
% Input thickness of spacer layer

di=(147.7*10^-9);

% calculate required length

FSR=2.971; % input the FSR in eV; (CuTPP abs =2.984 eV, TPP abs =2.958 eV);
plank=6.626*10^-34; % plank constant in Js
freq=(FSR*1.602*10^-19)./(plank);

avg_index=((npmma+n1+npmma)./3);

length=(c./(freq.*2.*(avg_index))).*(1*10^9);

figure

plot(evscale,length)

% angle

angle=0;
theta_1=(asind((nair*sind(angle))./ns)); % angle inside substrate (SiO2)
theta_2=(asind((ns.*sind(theta_1))./n2)); % angle inside n2 (Si3N4)
theta_3=(asind((n2.*sind(theta_2))./n1)); % angle inside n1 (SiO2)
theta_4=(asind((n1.*sind(theta_3))./n2)); % angle inside DBR
theta_5=(asind((n2.*sind(theta_4))./npmma)); % angle inside first PMMA layer
theta_6=(asind((npmma.*sind(theta_5))./n1)); % angle inside SiO2 spacer
theta_7=(asind((n1.*sind(theta_6))./npmma)); % angle inside second PMMA layer
theta_1s=secd(theta_1);
theta_2s=secd(theta_2);
theta_3s=secd(theta_3);
theta_4s=secd(theta_4);
theta_5s=secd(theta_4);
theta_6s=secd(theta_5);
\theta_7 = \sec(\theta_6);
\theta_8 = \sec(\theta_7);

\%

Solving for the reflection of the air substrate interface:

\[ k = \frac{2\pi}{c/v}; \]

\[ f_{1\angle} = n_{air} \cdot k \cdot d_{air} \cdot \cos(\angle); \]

\[ f_{2\angle} = n_{s} \cdot k \cdot d_{s} \cdot \cos(\theta_1); \]

\[ f_{1\angle} = f_{1\angle} + f_{2\angle}; \]
\[ f_{2\angle} = f_{1\angle} - f_{2\angle}; \]

\[
na = \frac{(n_{air} \cdot \sec(\angle) + (n_{s} \cdot \theta_1))^{2}}{4 \cdot (n_{air} \cdot \sec(\angle)) \cdot (n_{s} \cdot \theta_1)};
\]

\[
na_1 = \frac{(n_{s} \cdot \theta_1) - (n_{air} \cdot \sec(\angle))^{2}}{4 \cdot (n_{air} \cdot \sec(\angle)) \cdot (n_{s} \cdot \theta_1)};
\]

\[ t_1 = (n_{a} \cdot \cos(f_{1\angle})) - (n_{a} \cdot \cos(f_{2\angle})); \]

\[ p = \cos(t_1); \]

\[ er = \frac{\sin(N \cdot p)}{\sin(p)}; \]

\%

One segment reflection from Fresnel used to compute \( R \):

\[ R_1 = \frac{(n_{air} \cdot \sec(\angle)) - (n_{s} \cdot \theta_1))^{2}}{(n_{air} \cdot \sec(\angle)) + (n_{air} \cdot \theta_1))^{2}}; \]

\[ R_{n1} = \frac{(er \cdot \text{conj}(er) \cdot R_1) \cdot((1 - R_1) + (er \cdot \text{conj}(er) \cdot R_1)); \]

\%

\%

Solving for the reflection of the substrate and the first Si3N4 layer of
\%Bragg mirror

\[ k = \frac{(2 \pi)}{c/v} \]

\[ f3xangle = n.s.k.*ds.*\cosd(\theta_1) \quad \%\text{incidence angle inside SiO}_2\ \text{substrate} \]

\[ f4xangle = n.2.k.*d2.*\cosd(\theta_2) \quad \%\text{angle inside Si}_3\text{N}_4\ \text{layer} \]

\[ f3angle = f3xangle + f3xangle; \]

\[ f4angle = f3xangle - f4xangle; \]

\[ na2 = \frac{\left((ns.*\theta_1s) + (n2.*\theta_2s)\right)^2}{4*(ns.*\theta_1s)*(n2.*\theta_2s)}; \]

\[ na3 = \frac{\left((ns.*\theta_1s) - (n2.*\theta_2s)\right)^2}{4*(ns.*\theta_1s)*(n2.*\theta_2s)}; \]

\[ t10 = na2.*\cos(f3angle) - na3.*\cos(f4angle); \]

\[ p10 = \arccos(t10); \]

\[ er10 = \frac{\sin(Ns.*p10)}{\sin(p10)}; \]

\[ R2 = \frac{\left((ns.*\theta_1s) - (n2.*\theta_2s)\right)}{(ns.*\theta_1s) + (n2.*\theta_2s)}^2; \]

\[ Rn2 = \frac{(er10.*\text{conj}(er10).*R2)}{(1 - R2) + (er10.*\text{conj}(er10).*R2)}; \]

\% One segment reflection from Fresnel used to compute \( R: \frac{n2-n1}{n2+n1} \)

\[ f5xangle = n.2.k.*d2.*\cosd(\theta_2) \quad \%\text{angle inside Si}_3\text{N}_4 \]

\[ f6xangle = n.1.k.*d1.*\cosd(\theta_3) \quad \%\text{angle inside SiO}_2 \]

\[ f5angle = f5xangle + f6xangle; \]

\[ f6angle = f5xangle - f6xangle; \]

\[ nh = \frac{\left((n2.*\theta_2s) + (n1.*\theta_3s)\right)^2}{4*((n1.*\theta_3s)*(n2.*\theta_2s} \]
\[
\text{nh1} = \frac{\left( (n_2 \cdot \theta_2s) - (n_1 \cdot \theta_3s) \right)^2}{4 \left( n_1 \cdot \theta_3s \right)^2 \left( n_2 \cdot \theta_2s \right)^2};
\]

\[
t_7 = (nh \cdot \cos(f5\text{angle})) - (nh1 \cdot \cos(f6\text{angle}));
\]

\[
p7 = \arccos(t7);
\]

\[
erh = \frac{\sin(Nc \cdot p7)}{\sin(p7)};
\]

\%Reflection of a single segment from Fresnel:

\[
R3 = \frac{\left( (n_2 \cdot \theta_2s) - (n_1 \cdot \theta_3s) \right)^2}{\left( n_2 \cdot \theta_2s \right)^2 + \left( n_1 \cdot \theta_3s \right)^2};
\]

\[
Rn3 = \frac{\left( erh \cdot \text{conj}(erh) \cdot R3 \right)}{(1-R3)+(erh \cdot \text{conj}(erh) \cdot R3)};
\]

\%%

\% Solving for the reflection of the bragg structure

\[
f7\text{xangle} = n_1 \cdot k \cdot d_1 \cdot \cos(\theta_3);
\]

\[
f8\text{xangle} = n_2 \cdot k \cdot d_2 \cdot \cos(\theta_4);
\]

\[
f7\text{angle} = f7\text{xangle} + f8\text{xangle};
\]

\[
f8\text{angle} = f7\text{xangle} - f8\text{xangle};
\]

\[
nb = \frac{\left( (n_1 \cdot \theta_3s) + (n_2 \cdot \theta_4s) \right)^2}{4 \left( n_1 \cdot \theta_3s \right)^2 \left( n_2 \cdot \theta_4s \right)^2};
\]

\[
nb1 = \frac{\left( (n_2 \cdot \theta_4s) - (n_1 \cdot \theta_3s) \right)^2}{4 \left( n_1 \cdot \theta_3s \right)^2 \left( n_2 \cdot \theta_4s \right)^2};
\]

\[
t2 = (nb \cdot \cos(f7\text{angle})) - (nb1 \cdot \cos(f8\text{angle}));
\]

\[
p2 = \arccos(t2);
\]

\[
erb = \frac{\sin(Nx \cdot p2)}{\sin(p2)};
\]

\%One segment reflection from Fresnel:

\[
R4 = \frac{\left( (n_2 \cdot \theta_4s) - (n_1 \cdot \theta_3s) \right)^2}{\left( n_2 \cdot \theta_4s \right)^2 + \left( n_1 \cdot \theta_3s \right)^2};
\]
Rn4 = ((erb .* conj(erb) .* R4) ./ ((1 − R4) + (erb .* conj(erb) .* R4))); 

% Solving for the mirror–coating interface

f9xangle = Na .* k .* dd .* cosd(theta_4);
f10xangle = npmma .* k .* dpmma .* cosd(theta_5);
f9angle = f9xangle + f10xangle;
f10angle = f9xangle − f10xangle;

nc = (((Na .* theta_4s) + (npmma .* theta_5s)) ^ 2) ./ (4 * (npmma .* theta_5s) .* (Na .* theta_4s));
nc1 = (((Na .* theta_4s) − (npmma .* theta_5s)) ^ 2) ./ (4 * (npmma .* theta_5s) .* (Na .* theta_4s));

t3 = (nc .* cos(f9angle)) − (nc1 .* cos(f10angle));
p3 = acos(t3);
erx = (sin(Nc * p3)) ./ (sin(p3));

% One segment reflection from Fresnel:
R5 = (((npmma .* theta_5s) − (Na .* theta_4s)) ./ ((npmma .* theta_5s) + (Na .* theta_4s))) ^ 2;
Rn5 = ((erx .* conj(erx) .* R5)) ./ ((1 − R5) + (erx .* conj(erx) .* R5));

% figure

% Solving for coating SiO2 spacer interface
f11xangle = npmma .* k .* dpmma2 .* cosd(theta_5);
f12xangle = n1 .* k .* di .* cosd(theta_6);
f11angle = f11xangle + f12xangle;
\[ f_{12 \text{angle}} = f_{11 \text{angle}} - f_{12 \text{angle}}; \]

\[ nc3 = (((n_1 \cdot \theta_{6s}) + (\text{npmma} \cdot \theta_{5s}))^2) / (4 \cdot (\text{npmma} \cdot \theta_{5s}) \cdot (n_1 \cdot \theta_{6s})) \]

\[ nc4 = (((n_1 \cdot \theta_{6s}) - (\text{npmma} \cdot \theta_{5s}))^2) / (4 \cdot (\text{npmma} \cdot \theta_{5s}) \cdot (n_1 \cdot \theta_{6s})) \]

\[ t_4 = (nc3 \cdot \cos(f_{11 \text{angle}})) - (nc4 \cdot \cos(f_{12 \text{angle}})) \]

\[ p_4 = \arccos(t_4); \]

\[ \sin(p_4) = \sin(N_c \cdot p_4); \]

\[ \eta = \sin(N_c \cdot p_4) / \sin(p_4); \]

\% One segment reflection from Fresnel:

\[ R_6 = (((\text{npmma} \cdot \theta_{5s}) - (n_1 \cdot \theta_{6s})) / ((\text{npmma} \cdot \theta_{5s}) + (n_1 \cdot \theta_{6s})))^2; \]

\[ R_{n6} = (\eta \cdot \text{conj}(\eta) \cdot R_6) / ((1 - R_6) + (\eta \cdot \text{conj}(\eta) \cdot R_6)); \]

\% Solving for SiO2 coating interface:

\[ f_{13 \text{angle}} = n_1 \cdot k \cdot d \cdot \cos(\theta_6); \]

\[ f_{14 \text{angle}} = \text{npmma} \cdot k \cdot \text{dpmma}^2 \cdot \cos(\theta_7); \]

\[ f_{13 \text{angle}} = f_{13 \text{angle}} + f_{13 \text{angle}}; \]

\[ f_{14 \text{angle}} = f_{14 \text{angle}} - f_{14 \text{angle}}; \]

\[ nc5 = (((n_1 \cdot \theta_{6s}) + (\text{npmma} \cdot \theta_{7s}))^2) / (4 \cdot (\text{npmma} \cdot \theta_{7s}) \cdot (n_1 \cdot \theta_{6s})) \]

\[ nc6 = (((n_1 \cdot \theta_{6s}) - (\text{npmma} \cdot \theta_{7s}))^2) / (4 \cdot (\text{npmma} \cdot \theta_{7s}) \cdot (n_1 \cdot \theta_{6s})) \]
232
233 t5 = (nc5 .* cos(f13angle)) - (nc6 .* cos(f14angle));
234 p5 = acos(t5);
235 erc = (sin(Nc*p5))./(sin(p5));
236
237 R7 = (((npmma.*theta_7s)-(n1.*theta_6s))./((npmma.*theta_7s)+(n1.*theta_6s)) )^2;
238 Rn7 =((erc.*conj(erc).*R7))./((1-R7)+((erc.*conj(erc).*R7)));
239 %
240 xi = 100:1:1000; %NOTE: RANGE IS NOW 100:1000
241 yi0 = spline(Alindex(:,1), Alindex(:,2), xi);
242 yi1 = spline(Alindex(:,1), Alindex(:,3), xi);
243
244 scale2 = ((2.99*10^8)./(v));
245
246 nindex_Al_nn = (Alindex(:,2)); %n of Al;
247 nindex_Al = (Alindex(:,3)); %k of Al;
248 n_Al = nindex_Al_nn';
249 k_Al = nindex_Al';
250 nf_Al = n_Al + 1i*k_Al;
251 theta_8 = (asind((npmma.*sind(theta_7))./nf_Al)); %angle inside Al
252 theta_8s = secd(theta_8);
253 Al_df = Al_d.*theta_8s;
254 tAl = 4*(n_Al-1i*k_Al).*1.*exp(-1i*(n_Al-1i*k_Al)*(2*pi).*Al_df./scale2) ./(((1+(n_Al-1i*k_Al)).^2-((1-(n_Al-1i*k_Al)).^2).*exp(-2i*(n_Al-1i*k_Al)* (2*pi).*Al_df./scale2)));
255 alpha = (4*pi*nindex_Al')./(lambdascale*10^-9);
testx=(Alindex(:,1))';
testy=exp(-alpha.*Al_d);

Rn8c=1-testy;

T_4=tAl.*conj(tAl);
Rn8=1-T_4;

% Total reflectance
R1t=(1-Rn1).*(1-Rn2);
R1r=(1-R1t);
R2t=(1-R1r).*(1-Rn3);
R2r=(1-R2t);
R3t=(1-R2r).*(1-Rn4);
R3r=(1-R3t);
R4t=(1-R3r).*(1-Rn5);
R4r=(1-R4t);
R5t=(1-R4r).*(1-Rn6);
R5r=(1-R5t);
R6t=(1-R5r).*(1-Rn7);
R6r=(1-R6t);
283 \[ R7t = (1 - R6r) \cdot (1 - Rn8); \]

284

285 \[ R_{\text{final}} = (1 - R7t); \]

286 \textit{%% Fabry Perot intensity}

287 \[ \text{lo} = 1; \]

288 \[ c1 = (2.99 \times 10^8) / (((\text{npmma} + \text{npmma} + n_{\text{index1}}) / 3)); \]

289 \[ r1 = (R3r); \]

290 \[ r2 = (\text{Rn8}); \]

291 \[ \text{lossF} = (1 / (2 \times ((\text{npmma} + \text{n1} + \text{npmma}) / 3) \times (d_{\text{pmma}} + d_{\text{pmma2}} + d_{\text{i}})) \times \log (1 / (r2 \times r1)); \]

292 \[ F = (2 \times \pi) / (\log (1 / (r1 \times r2))); \]

293 \[ %Finesse \]

294 \[ \text{ra} = \exp (-2 \times \text{lossF} \times (d_{\text{pmma}} + d_{\text{pmma2}} + d_{\text{i}})); \]

295 \[ \text{vm1} = \text{npmma} \times d_{\text{pmma}} \times \cos \theta_5; \]

296 \[ \text{vm2} = n1 \times d_{\text{i}} \times \cos \theta_6; \]

297 \[ \text{vm3} = \text{npmma} \times d_{\text{pmma2}} \times \cos \theta_7; \]

298 \[ \text{vm} = c / (2 \times (\text{vm1} + \text{vm2} + \text{vm3})); \]

299 \[ \text{tmax1} = 1; \]

300 \[ \text{tmax2} = ((\text{tmax1}) / ((1 - \text{ra}) \times 2)); \]

301 \[ \text{M} = \max (\text{tmax2}); \]

302 \[ \text{Mx} = (1 - \text{Rfinal}); \]

303 \[ \text{M2} = 1 - (\min (\text{Mx})); \]

304 \[ \text{Rfinalc} = \text{Rfinal} (1:1,700:901); \]

305 \[ \text{v1c} = \text{v1} (1:1,700:901); \]

306 \[ \text{Rfinalcc} = \text{Rfinal} (1:1,870:899); \]

307 \[ \text{v1cc} = \text{v1} (1:1,870:899); \]

308 \[ \text{Tfinal} = (\text{M2} \times (\text{tmax2}) / (1 + (2 \times \text{F} / \pi)^2 \times \sin (\pi \times \text{v} / \text{vm} \times 2)) / \text{M}); \]
NormR = Rfinalc ./ max(Rfinalc);

minT = min(Tfinal);

NormT = Tfinal ./ max(Tfinal) - minT;

df = Rfinal - (NormT.* max(Rfinalc));


dft = df + abs(min(df));
dfc = (dft - max(dft)) + 1;

% reflectance of DBR and pulse intensity

Qfactor = (2*pi*freq) ./ (c.*lossF);

x = (100:1:1000);
x1 = x .* (10^12);
x0 = (180 * 10^12);
time = (35 * 10^-15);
S1 = -1 * ((2*pi^2) * (time^2) * (x0 - v).^2);
S2 = (exp(S1));

figure
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plot (v1, S2)

yyaxis right

plot (v1, R3r)
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ylabel ('Reflectance')
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ylabel ('Spectral intensity')

xlim ([100 1000])
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A.2 Preparation, storage, and transportation of polymer/chromophore solutions

The Fabry-Perot cavity structures were manufactured at the University of Michigan’s Lurie Nanofabrication Facility (LNF). Prior to manufacturing the samples must be properly prepared and characterized. First, porphyrns were dissolved in PMMA-A4 solution to give proper concentration. Typical concentrations ranged from 0.5-2 mM. In order to ensure the porphyrin dissolved in the PMMA solution they were submerged in a water bath at ∼70 °C
for 10 minutes and sonicated for 2 minutes. In order to determine the thickness of the DBR and PMMA layers approximately ten 1.5x1.5 cm pieces of silicone wafer are needed. These were obtained from MTI corporation and cut using a diamond pen. The 1x1 inch fused silica substrates which serve as the base of the cavity structures were also obtained from MTI corporation. Once the silicone wafers are cut and the PMMA/chromophore solution is mixed, they are transported to the LNF using a secondary container lined with aluminum foil. The fused silica substrates are transported in their factory packaging and only opened inside the clean room. Manufacturing the cavities will require one pair of metallic tweezers in order to work with hot plates, and one pair of plastic tweezers to handle the finished cavity. When the solutions are not in use they were stored in the laboratory refrigerator.

### A.3 Steps in fabrication of DBR structures

The DBR structures were fabricated with plasma enhanced chemical vapor deposition available on the Plasmatherm 790 tool at the LNF. After ensuring the instrument is in the CVD mode (right chamber) select the L_OX200 process and run it on an empty chamber for 3 minutes. Vent the chamber and load the silicone substrate. Pump the chamber down and select the L_OX200 process again. Select a deposition time in order to deposit a specific SiO₂ thickness based on the MATLAB code above. The deposition rates for each process will be listed near the instrument. After the process has completed vent the chamber and retrieve the sample in order to measure the new thickness. The chamber must be pumped down if unattended for a prolonged period of time. Using the Woollam-2000 ellipsometer measure the thickness of your sample. If the thickness is undesirable calculate the deposition rate based on the measured thickness and deposition time, and repeat the process with a new
piece of silicone wafer. When the required time to deposit the correct thickness of SiO$_2$ is determined select the L\_NIT200 process. Repeat the procedure in order to determine the time required to deposit the correct thickness of Si$_3$N$_4$. Once the deposition time that gives the desired SiO$_2$ and Si$_3$N$_4$ thickness is obtained using the silicone wafers begin the deposition process using the fused silica substrates. The number of DBR segments to achieve a specific reflectance is set in line 72 of the MATLAB code. Alternate the L\_0X200 and L\_NIT200 processes to deposit the required number of layers to construct the DBR structure.

A.4 Steps in fabricating the spacer layers

The Fabry-Perot structure is spaced by two spun coated layers of PMMA and a layer of SiO$_2$. While creating the cavities ensure to leave one blank DBR sample which was not spun coated to serve as a background sample. I used the E-Beam spinner/Hot plate bench located in the LNF to spin coat a layer of PMMA on top of the DBR structures. The thickness of the coating determines the detuning of the cavity structure. To estimate the needed thickness I first determine the energy of the Soret band and set it as the FSR. I calculated the required thickness using the relation $FSR = \frac{c}{2\pi n d^2}$. A plot of thickness to energy is generated in line 98 of the MATLAB code. A reference PMMA spin curve is provided in the LNF. Using this reference set the spin speed to give the desired thickness. I begin the spin process by first cleaning my silicone wafer by running the spin process with isopropyl alcohol. The wafer is then dried using the provided N$_2$ gas. This cleans the wafer and ensures the spin process works correctly. I deposit $\sim$ 400 microlets of PMMA solution and spin coat the wafer. The sample is then cured at 180 °C for 3 minutes. I
use the Woollam-2000 ellipsometer to check the thickness of the spun coated sample. The speed is adjusted higher if it is too thick, and lower if it is too thin. Once I determine that the thickness of the PMMA on the silicone wafer is correct I proceed to spin coat the DBR substrates using the same procedure.

The next step is to use the Angstrom Engineering Evaporator to deposit a layer of SiO$_2$ on top of the spun coated PMMA. Secure the samples to the instrument holder using double sided tape. Vent the chamber and ensure the correct deposition material is inserted. Pump the chamber to 4 $\mu$Torr. Select pocket 8 (SiO$_2$) in the deposition software. Set the desired thickness and deposition rate and press start. After deposition is completed allow the instrument to cool for 2 minutes before venting. Once vented, check the crystal life prior and replace any crystals whose life is below 75%. Before spin coating the final PMMA layer it is necessary to allow the sample at least 2 days to properly cure after completing the SiO$_2$ deposition. I use the vacuum oven to store the samples while heating at 100 °F for 10 hours, the sample is then allowed to sit for at room temperature for an additional 48 hours. After the samples have been allowed to cure the top layer of PMMA is spun coated as described before. Through experimental measurements the layer closest to the aluminum has been found to be consistently $\sim$ 25 nm thicker than expected, this discrepancy must be accounted for while spin coating. Lastly, a layer of aluminum is deposited using the Enerjet Evaporator. To use the Enerjet, vent the instrument chamber and check the crystal life. Replace the crystal if the life is over 20%. Secure the samples to the sample holder with double sided tape and pump down to 200 mTorr. Use the ION button to turn on the cryopump and pump down to 2 $\mu$Torr. Program the desired thickness using the XTC control. Press the PROG key, scroll through the program menu with the PROCESS key
until Film Thickness is displayed. Enter the desired number. Scroll to Film Number to select film 5 (Aluminum) and ensure no other films are selected. Set the Dep Rate to 4 Angstroms/second. When the correct chamber pressure has been reached press start to begin deposition. Wait 5 minutes after deposition for the instrument to cool and vent the chamber.

A.5 Characterization of transmission spectra

To ensure polaritons are successfully formed I use angle resolved transmission spectroscopy. The collection optics of the spectrometer are custom built to fit experimental needs. The distance required to collimate a light beam is estimated with the thin lens equation$^{21}$. A Thorlabs PBS251 beamsplitter is used to separate horizontal and vertical polarizations. To begin taking data insert a DBR sample into the holder attached to the Thorlabs rotation mount. This sample will serve as the background measurement. Turn on the Thorlabs SLS204 deuterium lamp and allow it to warm up. Open the OceanView software on the computer and select "create new application" in the file menu. Select transmission and set the integration time to 20 ms and number of scans to 250. Select next and acquire the reference spectrum. Select next again and block the lamp to acquire the background spectrum. Click finish and unblock the lamp. Insert the sample of interest to take its spectrum. The "convert active spectrum to overlay" button saves the spectrum on the screen, while the "save graph to files" feature saves the data. This procedure must be repeated at each angle and for each cavity sample which has a unique DBR.
B.1 Sample catalog

Table B.1: List of tri-layer cavity samples created while studying the photophysics of CuTPP, ZnTPP, and H$_2$TPP. The approximate detuning from the Soret band is recorded to catalog the samples.

<table>
<thead>
<tr>
<th>Sample ID</th>
<th>Sample composition</th>
<th>Approximate detuning</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>DBR/PMMA/SiO$_2$/PMMA/Al</td>
<td>-184 meV</td>
</tr>
<tr>
<td>2</td>
<td>DBR/CuTPP/SiO$_2$/H$_2$TPP/Al</td>
<td>-184 meV</td>
</tr>
<tr>
<td>3</td>
<td>DBR/CuTPP/SiO$_2$/H$_2$TPP/Al</td>
<td>-184 meV</td>
</tr>
<tr>
<td>4</td>
<td>DBR/CuTPP/SiO$_2$/H$_2$TPP/Al</td>
<td>-184 meV</td>
</tr>
<tr>
<td>5</td>
<td>DBR only</td>
<td>N/A</td>
</tr>
<tr>
<td>13</td>
<td>DBR/PMMA/SiO$_2$/PMMA/Al</td>
<td>+4 meV</td>
</tr>
<tr>
<td>14</td>
<td>DBR/CuTPP/SiO$_2$/H$_2$TPP/Al</td>
<td>+4 meV</td>
</tr>
<tr>
<td>15</td>
<td>DBR/CuTPP/SiO$_2$/H$_2$TPP/Al</td>
<td>+4 meV</td>
</tr>
<tr>
<td>16</td>
<td>DBR/CuTPP/SiO$_2$/H$_2$TPP/Al</td>
<td>+4 meV</td>
</tr>
<tr>
<td>17</td>
<td>DBR/CuTPP/SiO$_2$/H$_2$TPP/Al</td>
<td>+4 meV</td>
</tr>
<tr>
<td>18</td>
<td>DBR only</td>
<td>N/A</td>
</tr>
<tr>
<td>19</td>
<td>DBR/PMMA/SiO$_2$/PMMA/Al</td>
<td>-120 meV</td>
</tr>
<tr>
<td>20</td>
<td>DBR/PMMA/SiO$_2$/H$_2$TPP/Al</td>
<td>-120 meV</td>
</tr>
<tr>
<td>21</td>
<td>DBR/PMMA/SiO$_2$/H$_2$TPP/Al</td>
<td>-120 meV</td>
</tr>
<tr>
<td>22</td>
<td>DBR/PMMA/SiO$_2$/H$_2$TPP/Al</td>
<td>-120 meV</td>
</tr>
<tr>
<td>23</td>
<td>DBR only</td>
<td>N/A</td>
</tr>
<tr>
<td>24</td>
<td>DBR/PMMA/SiO$_2$/PMMA/Al</td>
<td>+30 meV</td>
</tr>
<tr>
<td>25</td>
<td>DBR/PMMA/SiO$_2$/H$_2$TPP/Al</td>
<td>+30 meV</td>
</tr>
<tr>
<td></td>
<td>Layer Configuration</td>
<td>Energy Difference</td>
</tr>
<tr>
<td>---</td>
<td>---------------------------------------------</td>
<td>-------------------</td>
</tr>
<tr>
<td>26</td>
<td>DBR/PMMA/SiO₂/H₂TPP/Al</td>
<td>+30 meV</td>
</tr>
<tr>
<td>27</td>
<td>DBR/PMMA/SiO₂/H₂TPP/Al</td>
<td>+30 meV</td>
</tr>
<tr>
<td>28</td>
<td>DBR only</td>
<td>N/A</td>
</tr>
<tr>
<td>29</td>
<td>DBR only</td>
<td>N/A</td>
</tr>
<tr>
<td>30</td>
<td>DBR/CuTPP/SiO₂/H₂TPP/Al</td>
<td>+74 meV</td>
</tr>
<tr>
<td>31</td>
<td>DBR/CuTPP/SiO₂/H₂TPP/Al</td>
<td>+74 meV</td>
</tr>
<tr>
<td>32</td>
<td>DBR/CuTPP/SiO₂/H₂TPP/Al</td>
<td>+74 meV</td>
</tr>
<tr>
<td>33</td>
<td>DBR/PMMA/SiO₂/PMMA/Al</td>
<td>+74 meV</td>
</tr>
<tr>
<td>34</td>
<td>DBR/PMMA/SiO₂/H₂TPP/Al</td>
<td>+74 meV</td>
</tr>
<tr>
<td>35</td>
<td>DBR/PMMA/SiO₂/H₂TPP/Al</td>
<td>+74 meV</td>
</tr>
<tr>
<td>36</td>
<td>DBR/PMMA/SiO₂/H₂TPP/Al</td>
<td>+74 meV</td>
</tr>
<tr>
<td>37</td>
<td>DBR/CuTPP/SiO₂/PMMA/Al</td>
<td>-42 meV</td>
</tr>
<tr>
<td>38</td>
<td>DBR/CuTPP/SiO₂/PMMA/Al</td>
<td>-42 meV</td>
</tr>
<tr>
<td>39</td>
<td>DBR/CuTPP/SiO₂/PMMA/Al</td>
<td>-42 meV</td>
</tr>
<tr>
<td>40</td>
<td>DBR only</td>
<td>N/A</td>
</tr>
<tr>
<td>41</td>
<td>DBR only</td>
<td>N/A</td>
</tr>
<tr>
<td>42</td>
<td>DBR/PMMA/SiO₂/PMMA/Al</td>
<td>+161 meV</td>
</tr>
<tr>
<td>43</td>
<td>DBR/CuTPP/SiO₂/PMMA/Al</td>
<td>+161 meV</td>
</tr>
<tr>
<td>44</td>
<td>DBR/CuTPP/SiO₂/PMMA/Al</td>
<td>+161 meV</td>
</tr>
<tr>
<td>45</td>
<td>DBR/CuTPP/SiO₂/PMMA/Al</td>
<td>+161 meV</td>
</tr>
<tr>
<td>1x</td>
<td>DBR only</td>
<td>N/A</td>
</tr>
<tr>
<td>2x</td>
<td>DBR/H₂TPP/SiO₂/CuTPP/Al</td>
<td>-86 meV</td>
</tr>
<tr>
<td>3x</td>
<td>DBR/H₂TPP/SiO₂/CuTPP/Al</td>
<td>-86 meV</td>
</tr>
<tr>
<td>4x</td>
<td>DBR/H₂TPP/SiO₂/CuTPP/Al</td>
<td>-86 meV</td>
</tr>
<tr>
<td>5x</td>
<td>DBR/PMMA/SiO₂/PMMA/Al</td>
<td>-86 meV</td>
</tr>
</tbody>
</table>
Table B.2: List of tri-layer cavity samples possessing a stop band below the area of the Soret band.

<table>
<thead>
<tr>
<th>Sample ID</th>
<th>Sample composition</th>
<th>FSR</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>DBR only</td>
<td>N/A</td>
</tr>
<tr>
<td>2</td>
<td>DBR/PMMA/SiO$_2$/PMMA/Al</td>
<td>0.942 eV</td>
</tr>
<tr>
<td>3</td>
<td>DBR/CuTPP/SiO$_2$/CuTPP/Al</td>
<td>0.942 eV</td>
</tr>
<tr>
<td>4</td>
<td>DBR/CuTPP/SiO$_2$/CuTPP/Al</td>
<td>0.942 eV</td>
</tr>
<tr>
<td>E</td>
<td>DBR only</td>
<td>N/A</td>
</tr>
<tr>
<td>F</td>
<td>DBR/PMMA/Al</td>
<td>1.874 eV</td>
</tr>
<tr>
<td>G</td>
<td>DBR/CuTPP/Al</td>
<td>1.874 eV</td>
</tr>
<tr>
<td>H</td>
<td>DBR/CuTPP/PMMA/Al</td>
<td>1.874 eV</td>
</tr>
<tr>
<td>I</td>
<td>DBR only</td>
<td>N/A</td>
</tr>
<tr>
<td>J</td>
<td>DBR/PMMA/SiO$_2$/PMMA/Al</td>
<td>0.951 eV</td>
</tr>
<tr>
<td>K</td>
<td>DBR/CuTPP/SiO$_2$/PMMA/Al</td>
<td>0.951 eV</td>
</tr>
<tr>
<td>L</td>
<td>DBR/CuTPP/SiO$_2$/PMMA/Al</td>
<td>0.951 eV</td>
</tr>
<tr>
<td>M</td>
<td>DBR/PMMA/SiO$_2$/PMMA/Al</td>
<td>0.978</td>
</tr>
<tr>
<td>N</td>
<td>DBR/CuTPP/SiO$_2$/H$_2$TPP/Al</td>
<td>0.978  eV</td>
</tr>
<tr>
<td>O</td>
<td>DBR/CuTPP/SiO$_2$/H$_2$TPP/Al</td>
<td>0.978  eV</td>
</tr>
</tbody>
</table>
B.2 Dispersive cavity linewidth model

The following is the cavity dispersion model used to estimate the dispersion of a cavity photon in Chapter 4. Note that the cavity photon FWHM is dispersive. This is likely due to the reflectivity changes in the DBR with respect to angle. When calculating the FWHM using the Hamiltonian model I attempt to account for the variation of the cavity photon FWHM by experimentally measuring an empty cavity at different angles, using a Lorentzian function \(\frac{A}{(x-p)^2+(w^2)}+(mx+b)\) to estimate the FWHM \(w\), and fitting the resulting FWHMs to a polynomial. The form of the polynomial is,

\[
f = p_1x^2 + p_2x + p_3 \tag{B.1}
\]

where \(p_1 = 6.535 \times 10^{-6}\), \(p_2 = 2.535 \times 10^{-5}\), and \(p_3 = 0.04544\). A similar procedure was completed to estimate the cavity photon behavior of Cavity 2x, using the values \(p_1 = 4.952 \times 10^{-6}\), \(p_2 = 0.0001096\), and \(p_3 = 0.04772\).

Figure B1: a) Experimental FWHM for cavity 4 measured at angle 0 (blue), angle 20 (red), angle 30 (yellow), angle 40 (purple), and angle 50 (green). b) Fitted model as compared to experimentally measured cavity FWHM.
APPENDIX C

C.1 Predicted Vibronic Polariton Energetics for 5 Disordered Molecules

Eq. (C1) shows the matrix form of the Hamiltonian we use to model the energetics of cavity polaritons formed from 5 molecules possessing different eigenenergies distributed normally around central values consistent with those characterizing the UV-vis absorption spectrum of polymer-embedded copper (II) tetraphenyl porphyrin molecules. We denote these differences in the matrix of Eq. (C1) with superscripts \((n)\) for the \(n\)th molecule.

\[
\hat{H} = \begin{bmatrix}
\hbar \omega_1^{(1)} & V_{HT} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & V_{LM} \\
V_{HT} & \hbar \omega_2^{(1)} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & \hbar \omega_1^{(2)} & V_{HT} & 0 & 0 & 0 & 0 & 0 & 0 & V_{LM} \\
0 & 0 & V_{HT} & \hbar \omega_2^{(2)} & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & \hbar \omega_1^{(3)} & V_{HT} & 0 & 0 & 0 & 0 & V_{LM} \\
0 & 0 & 0 & 0 & V_{HT} & \hbar \omega_2^{(3)} & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & \hbar \omega_1^{(4)} & V_{HT} & 0 & 0 & V_{LM} \\
0 & 0 & 0 & 0 & 0 & 0 & V_{HT} & \hbar \omega_2^{(4)} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & \hbar \omega_1^{(5)} & V_{HT} & V_{LM} \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & V_{HT} & \hbar \omega_2^{(5)} & 0 \\
V_{LM} & 0 & V_{LM} & 0 & V_{LM} & 0 & V_{LM} & 0 & V_{LM} & 0 & \hbar \omega_c \\
\end{bmatrix}, \quad (C.1)
\]

where \(V_{HT}\) is the non-Condon vibronic coupling given by Eq. (3.1) of the main manuscript and \(V_{LM}\) is the light-matter interaction Hamiltonian for each molecule. For simplicity, we presume each of the five molecules possess the vibronic and light-matter coupling strength.

Figure C1 shows the full energetics of the states we find following a single diagonaliza-
Figure C1: Top panel: dispersive energetics of lower (red), dark (black), and upper (blue) cavity polaritons states near the energy of the $|1\rangle$ state described in the text of the main manuscript file found from diagonalizing the matrix in Eq. (C1). Bottom panel: dispersive energetics of Herzberg-Teller (green) and dark (black) cavity polaritons states near the energy of the $|2\rangle$ state described in the text of the main manuscript file found from diagonalizing the matrix in Eq. (C1).

We found the states shown in figure C1 using $V_{LM} = 0.5$ eV and $V_{HT} = 0.1$ eV.
C.2 Cavity Fabrication Methods

**Non-cavity Sample:** Commercially available CuTPP was dissolved in 10 mL PMMA-A4 solution obtained from Kayaku advanced materials. The final solution concentration was approximately 2 mM. The mixture was sonicated for 2 minutes and placed in a water bath at 70 °C for 10 minutes. The sample fabrication was completed at the University of Michigan’s Lurie Nanofabrication Facility. Using the E-Beam spinner/Hot plate-21 approximately 400 microliters of the prepared PMMA solution was deposited on a fused silica substrate and spun coated using the static disperse method at 4000 rpm for 45 seconds. The silica substrates were obtained from MTI Corporation. The film was cured at 180 °C for 3 minutes. The spun coated substrates were next secured to the Enerjet evaporator instrument holder with polyimide tape. The vacuum chamber was pumped down to approximately 2 micro-Torr to begin aluminum PVD deposition. A layer of 15 nm of Al was deposited on the film at a rate of 4 Angstroms per second.

**Single Layer Cavity Polariton Sample:** Commercially available CuTPP was dissolved in 10 mL PMMA-A4 solution obtained from Kayaku advanced materials. The final solution concentration was approximately 2 mM. The mixture was sonicated for 2 minutes and placed in a water bath at 70 °C for 10 minutes. To make the Distributed Bragg Reflectors 1x1 inch fused silica substrates were obtained from MTI corporation to serve as substrates. Using the Plasmatherm-790 tool located in the University of Michigan’s Lurie Nanofabrication facility 11 alternating layers of SiO$_2$ and Si$_3$N$_4$ were deposited on the silica substrates at a thickness of 58.29 nm. Using the E-Beam spinner/Hot plate-21 the CuTPP doped PMMA solution was spun coated unto the Distributed Bragg Reflectors at 6000 rpm. The
film was cured at 180 °C for 3 minutes. The film speed was selected to produce a final Fabry-Perot structure with a thickness of 145 nm. The spun coated substrates were next secured to the Enerjet evaporator instrument holder with polyimide tape. The vacuum chamber was pumped down to approximately 2 micro-Torr to begin aluminum PVD deposition. A layer of 15 nm of Al was deposited on the film at a rate of 4 Angstroms per second.

**Multiple Layer Cavity Polariton Sample 1:** Commercially available CuTPP was dissolved in 10 mL PMMA-A4 solution obtained from Kayaku advanced material. The final solution concentration was approximately 1 mM. The mixture was sonicated for 2 minutes and placed in a water bath at 70 °C for 10 minutes. To make the Distributed Bragg Reflectors, 1x1 inch fused silica substrates were obtained from MTI corporation to serve as substrates. Using the Plasmatherm-790 tool located in the University of Michigan's Lurie Nanofabrication facility 11 alternating layers of SiO$_2$ and Si$_x$N$_y$ were deposited on the silica substrates at a thickness of 58.29 nm. Using the E-Beam spinner/Hot plate-21 the CuTPP doped PMMA solution was spun coated unto the Distributed Bragg Reflectors at 4300 rpm. The film was cured at 180 °C for 3 minutes. The spun coated substrates were next secured to the AE evaporator instrument holder using polyimide tape. The instrument was pumped down to 3 micro-Torr. A layer of approximately 144.4 nm of SiO$_2$ was deposited at a rate of 3 Angstroms per second. After the deposition of SiO$_2$ the films were heated to 100 °F for 10 hours and allowed to sit for an additional 2 days to ensure any stresses in the film due to the PVD process were dissipated. Next, a layer of PMMA doped with 30% toluene was spun coated unto the samples using the static disperse method at 5500 rpm for 45 seconds. The samples were cured at 180 °C for 3 minutes. The samples were then secured
to the Enerjet evaporator instrument holder with polyimide tape. The vacuum chamber was pumped down to approximately 2 micro-Torr to begin aluminum PVD deposition. A layer of 13 nm of Al was deposited on the film at a rate of 4 Angstroms per second. This deposition process produced a Fabry-Perot cavity with a final thickness of approximately 433.2 nm.

**Multiple Layer Cavity Polariton Sample 2:** Commercially available CuTPP was dissolved in 10 mL PMMA-A4 solution obtained from Kayaku advanced material. The final solution concentration was approximately 1 mM. The mixture was sonicated for 2 minutes and placed in a water bath at 70 °C for 10 minutes. To make the Distributed Bragg Reflectors 1x1 inch fused silica substrates were obtained from MTI corporation. Using the Plasmatherm-790 tool located in the University of Michigan’s Lurie Nanofabrication facility 11 alternating layers of SiO$_2$ and Si$_x$N$_y$ were deposited on the silica substrates at a thickness of 174.79 nm. Using the E-Beam spinner/Hot plate-21 the CuTPP doped PMMA solution was spun coated unto the Distributed Bragg Reflectors at 4300 rpm. The film was cured at 180 °C for 3 minutes. The spun coated substrates were next secured to the AE evaporator instrument holder using polyimide tape. The instrument was pumped down to 3 micro-Torr. A layer of approximately 143.7 nm of SiO$_2$ was deposited at a rate of 3 Angstroms per second. After the deposition of SiO$_2$ the films were heated to 100 °F for 10 hours and allowed to sit for an additional 2 days to ensure any stresses in the film due to the PVD process were dissipated. Next, a layer of PMMA doped with 30% toluene was spun coated from the 1 mM CuTPP/PMMA solution unto the samples using the static disperse method at 5500 rpm for 45 seconds. The samples were cured at 180 °C for 3 minutes. The samples were then secured to the Enerjet evaporator instrument holder with
polyimide tape. The vacuum chamber was pumped down to approximately 2 micro-Torr to begin aluminum PVD deposition. A layer of 13 nm of Al was deposited on the film at a rate of 4 Angstroms per second. This deposition process produced a Fabry-Perot cavity with a final thickness of approximately 431.1 nm.

C.3 Spectroscopic Methods

To carry out steady-state transmission measurements of the cavity samples, we used a fiber-coupled deuterium lamp whose output beam we collimated with free space optics that polarized the incident light fields in the plane of our optical table. We took the resulting beam and focused it onto the cavity samples, collected the transmitted light, and coupled it into fiber-based spectrometer (OceanOptics OceanFX). We measured steady-state transmission spectra at different incident angles so we could estimate the dispersive energies of the cavity mode peaks. In addition, we tested for the anti-crossing behavior of the cavity polariton states in the transmission spectra of those samples we designed to maintain strong light-matter coupling. To more clearly isolate the properties of the polariton peaks in our measured transmission spectra, we fabricated DBR structures without converting them into complete cavity samples. Using these DBR blanks as backgrounds for our steady-state spectra allowed us to reduce significant portions of the baseline on the polariton transmission spectra stemming from the highly dispersive reflectivity of the TM mode of the DBR structure. We used a Horiba XPLoRA PLUS micro-spectrometer affixed with a 10x microscope objective to collect steady-state photoluminescence measurements on all the samples described in this study following excitation at 2.33 eV. We made all the reported measurements using a back-scattering geometry.
C.4 Schematics of Cavity Structures

Figs. S2-S5 show schematic representations of the structures of the cavity samples we fabricated and characterized spectroscopically in the main manuscript. Each schematic shows both the pertinent layers of the resonator structures and the standing cavity modes we propose dominate the behavior of those samples. For example, we propose only the single, $\lambda/2$ standing mode dominates the behavior of the single layer cavity and Purcell cavity samples, which we show in Figs. S2 and S5, respectively. In contrast, we propose both the $3\lambda/2$ and $\lambda$ standing modes of the multi-layer cavity 1 and multi-layer cavity 2 samples participate in their photophysics, which we show in the resonator schematics of Figs. S3 and S4. More specifically, the dispersion curves in figure 3.3 of the main manuscript indicate the photons of the $3\lambda/2$ modes of the multi-layer cavity 1 and multi-layer cavity 2 samples couple strongly to the Soret transition of CuTPP while $\lambda$ mode couples weakly to the light emission from both HT polaritons and uncoupled molecules within the cavity.

C.5 Cavity Transmission Spectra

The left and right panels of Figure C5 show the transmission spectra through the SL cavity and ML cavity 1 samples, respectively, for incident angles that result in resonant coupling between the Soret transition of CuTPP and the highest energy photon modes supported by each resonator structure. These spectra indicate the clear indications of strong light-matter coupling necessary for cavity polariton formation, which are consistent with the dispersive behavior shown in the panels of Figure 3.3 of the main document.

Figure C6 shows the transmission spectra of the ML cavity 2 sample in the region near
Figure C2: Schematic representation of the single mode cavity sample used to form cavity polaritons from copper (II) tetraphenylporphyrin. The cavity was designed to support a single mode at $\sim 435$ nm for normally incident light.

Figure C3: Schematic representation of the multimode cavity 1 sample used to form cavity polaritons from copper (II) tetraphenylporphyrin. The distributed Bragg mirror in this sample was formed from 11 alternating layers of $\text{SiO}_2$ and $\text{Si}_3\text{N}_4$ were deposited on the silica substrates at a thickness of 58.29 nm. The cavity was designed to support a single, high-Q mode at $\sim 435$ nm for normally incident light, but also supports an additional low-Q cavity mode at $\sim 650$ nm, as shown in Fig. 3.2 of the main manuscript.

the Soret transition of CuTPP for several incident angles. For angles that cause the photon to possess energy below that of the molecule’s Soret transition, like $24^\circ$, we find the presence of a single, predominant peak in the transmission spectrum. As we increase the angle, we find the overall transmission become attenuated relative to low angle measurements and the single peak splits into two peaks, which is most clearly seen for an incident angle
Figure C4: Schematic representation of the multimode cavity 2 sample used to form cavity polaritons from copper (II) tetraphenylporphyrin. The distributed Bragg mirror in this sample was formed from 11 alternating layers of SiO$_2$ and Si$_3$N$_4$ were deposited on the silica substrates at a thickness of 174.79 nm. The cavity was designed to support high-Q cavity modes at $\sim$430 nm and $\sim$640 nm for normally incident light, as shown in Fig. 3.2 of the main document.

Figure C5: Left panel: transmission spectrum of the single layer cavity polariton sample for an incident angle of 57°, which enforces resonant coupling between the photons of the $\lambda/2$ resonator mode and the Soret transition of CuTPP. Right panel: transmission spectrum of the multi-layer cavity polariton 1 sample for an incident angle of 25°, which enforces resonant coupling between the photons of the $3\lambda/2$ resonator mode and the Soret transition of CuTPP.

of 29°.
Figure C6: Angularly resolved transmission spectra of the multi-layer cavity 2 sample showing the avoided crossing of the cavity photon mode and the CuTPP Soret transition resulting in the appearance of two distinct peaks at $\theta_{inc} = 29^\circ$. At angles below this value we only observe the peak due to transmission through the cavity at energies below the Soret transition of CuTPP. In addition, At angles above $29^\circ$ we only observe the peak due to transmission through the cavity at energies above the Soret transition of CuTPP.

### C.6 Modeling Photoluminescence Spectra

We modeled the temperature-dependent PL spectra of single layer and multi-layer 2 CuTPP cavity polariton samples using the following equation,

$$I_T(E) = A_1 \exp \left( - \frac{(E - E_1)}{(2\Delta E_1)^2} \right) + \frac{A_2}{(E - E_2)^2 + \Delta E_2^2} + A_3(T) \exp \left( - \frac{(E - E_3)}{(2\Delta E_3)^2} \right) + A_4(T) \exp \left( - \frac{(E - E_4)}{(2\Delta E_4)^2} \right),$$  \hspace{1cm} (C.2)

where we assign the light emission intensity corresponding to the first and second terms of Eq. (C2) as stemming from the Q states of those CuTPP molecules decoupled from the cavity photons and the HT polaritons, respectively. We assign the third and fourth terms
Figure C7: Angularly resolved transmission spectra in the region around the ν2 cavity mode of the multi-layer cavity 2 sample showing the dispersive behavior of the energy of this resonator mode. In addition to the clear appearance of the ν2, we do not observe any distinct cavity modes at energies near 1.9 eV that would overlap with light emission from the 2Q state of CuTPP or Herzberg-Teller polaritons formed using this molecular chromophore.

of Eq. (C2) as stemming from light emission from the 2T1 and 4T1 states of CuTPP, which are known to possess temperature-dependent lifetimes.

Table C.1: Quantitative comparison between the intensities, energies, and widths of the light emission peaks in the vicinity of that of the 2Q state of CuTPP. *indicates assumed value based on measurements made on control samples.
Figure C8: Comparison between the photoluminescence spectrum of the single layer cavity (left panel) and multi-layer cavity 1 (right panel) polariton samples measured experimentally (solid blue) to a model found using Eq. (C2) through nonlinear least squares regression analysis.

Table C.2: Quantitative comparison between the intensities, energies, and widths of the light emission peaks in the vicinity of that of the \( ^2T_1 \) and \( ^4T_1 \) states of CuTPP.

<table>
<thead>
<tr>
<th>Sample</th>
<th>( A_3 ) [cnts.]</th>
<th>( E_3 ) [eV]</th>
<th>( \Delta E_3 ) [meV]</th>
<th>( A_4 ) [cnts.]</th>
<th>( E_4 ) [eV]</th>
<th>( \Delta E_4 ) [meV]</th>
</tr>
</thead>
<tbody>
<tr>
<td>SL Cavity</td>
<td>23780±270</td>
<td>1.585±0.001</td>
<td>90.1±1.5</td>
<td>12540±260</td>
<td>1.576±0.001</td>
<td>187.6±1.5</td>
</tr>
<tr>
<td>ML Cavity 1</td>
<td>34940±490</td>
<td>1.638±0.001</td>
<td>74.8±0.6</td>
<td>30810±410</td>
<td>1.586±0.001</td>
<td>155.8±0.8</td>
</tr>
</tbody>
</table>

We show a similar comparison between experimental and modeled PL spectra of the ML cavity 2 sample using Eq. (C2) in the bottom left panel of figure 3.5 in the main document.

We report the parameters found from the regression analysis of the two highest energy features in each spectrum with their estimated uncertainties in Table C1. In addition, we report the parameters found from the regression analysis of the two lowest energy features in each spectrum with their estimated uncertainties in Table C2.

C.7 ML Cavity 2 Samples

The photoluminescence of the ML cavity 2 sample present more challenges in fitting due to the complex background stemming from the additional photonic stopband in the
spectral vicinity of the molecule’s light emission spectrum. To fit the spectrum of this sample we used the following equation,

\[
I_{\text{ML Cavity 2}}(E) = \frac{A_1}{(E - E_1)^2 + [\Delta E_1/2]^2} + \frac{A_2}{(E - E_2)^2 + [\Delta E_2/2]^2} \\
+ A_3(T)\exp \left(-\frac{(E - E_3)^2}{(2\Delta E_3)^2}\right) + A_4(T)\exp \left(-\frac{(E - E_4)^2}{(2\Delta E_4)^2}\right) \\
+ A_5(T)\exp \left(-\frac{(E - E_5)^2}{(2\Delta E_5)^2}\right) + A_6(T)\exp \left(-\frac{(E - E_6)^2}{(2\Delta E_6)^2}\right) \\
+ A_7(T)\exp \left(-\frac{(E - E_7)^2}{(2\Delta E_7)^2}\right),
\]

where the first two terms are assigned to the \(\nu_2\) cavity and HT polariton peaks of the ML cavity 2 sample PL spectrum, as described in the text of the main manuscript. The remaining terms represented the light emission of the triplet states of CuTPP filtered by the Bragg peaks of the distributed Bragg reflector present on the red-side of the optic’s photonic stopband. Figure C9 shows the comparison between PL spectrum of the ML cavity 2 sample and the fit we find using Eq.(C3), demonstrating the adequate agreement between the two.

### C.8 Temperature Dependence of ML Cavity 2 Sample Photoluminescence Spectra

Our measured photoluminescence spectra from the different CuTPP-cavity samples feature several temperature-dependent changes in peak characteristics such as intensity and central energy. We fit the temperature dependent PL spectra of the ML cavity 2 sample with Eq. (C3) and extracted the positions of the \(\nu_2\) cavity mode and HT polariton peaks as a function of temperature. In addition, we extracted the position of the light emission of
Figure C9: Comparison between the photoluminescence spectrum of the multi-layer cavity 2 polariton sample measured experimentally at 373 K (solid blue) to a model found using Eq. (C3) through nonlinear least squares regression analysis.

the $^2Q$ state of CuTPP in the non-cavity sample as a function similar temperature. Figure C10 compares the different temperature-dependent trends and shows the peaks of the ML cavity 2 sample shift in a qualitatively different manner than the $^2Q$ peak in the non-cavity sample. This difference suggests entirely different physical processes drive the peak shifts in the different samples.
Figure C10: Comparison between the photoluminescence spectrum of the single layer cavity and multi-layer cavity 1 polariton samples measured experimentally (solid blue) to a model found using Eq. (C2) through nonlinear least squares regression analysis.
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This dissertation will discuss the photophysics of metalloporphyrins, mainly CuTPP, ZnTPP, and H$_2$TPP under strong light-matter coupling conditions. Strong light-matter coupling was achieved by embedding the previously mentioned chromophores into a spun coated PMMA polymer coating which is then incorporated as a spacer layer in a Fabry-Pérot nano-cavity. The cavity thickness is chosen so that the cavity photon is of similar energy as the B, or Soret transition (2nd excited state) of the porphyrin molecule. The exchange of energy between the cavity photon and the molecular mode leads to the formation of polariton states.

Increasing the concentration of the molecules leads to an increase in the Rabi splitting, or the splitting between the polariton states. By increasing the Rabi splitting the lower polariton is pushed closer in energy to that of the porphyrin’s 1st excited state (Q band). By doing this we observe an increase in the rate of nonradiative relaxation between the LP and the 1st excited state of ZnTPP. However, this rate does not follow the established gap law. We attribute this to interpolariton decay channels which play an important role
in determining the dynamics of polaritons.

We also observe an increase in CuTPP emission in the region of the 1st excited state under strong light-matter coupling conditions. By constructing a set of multi-layer cavities we are able to account for the Purcell effect which may be responsible for this feature. We determine that using the CuTPP Soret band to form polaritons also produces a lower lying polariton state slightly below the Q band. We attribute this to vibronic coupling between the Q band and the now hybridized B band (S\textsubscript{2} state) of our cavity system. Moreover, we observe that the emission from this state is greatly amplified when the energy difference between the lower lying \( \nu_{2} \) cavity mode and the HT polariton matches the vibration energy of the collective vibrational states.

We extend the multi-layer cavity system to include a layer of H\textsubscript{2}TPP, whose Soret band is nearly degenerate with that of CuTPP. Using a 3x3 oscillator Hamiltonian we determine that despite their near degeneracy, the resulting polaritons inherit unique excitonic characteristics. We observe that the lower polariton is dominated by the H\textsubscript{2}TPP exciton fraction, while CuTPP is the dominant exciton fraction in the upper polariton. Moreover, we determine that the photonic contribution to the middle polariton is small at all angles. We also observe a narrowing of the lower polariton lineshapes near the resonance angles, suggesting that polariton motional narrowing must be considered when modeling the dynamics of molecular polaritons.
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