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CHAPTER 1 INTRODUCTION

The Intelligent Transportation System (ITS) is a decentralized environment in which
multiple services are integrated. The goal of this thesis is to investigate application areas
within the broad domain of ITS. In particular, Internet-of-Vehicles (IoV) is one application
area in ITS, which requires both fast and secure communications [1,2]. ITS is a network
of connected systems that can provide a more efficient and effective transportation system
to address a rapidly expanding and significant societal challenge. It enables intelligent
traffic management, monitoring, and dynamic information services, according to [3]. Fur-
thermore, it solves issues such as traffic congestion, road safety, transportation efficiency,
and environmental conservation, among others, by leveraging advanced communication
and computing technologies. However, with advancement in wireless communication and
computing technologies, researchers are prompted to reconsider and redevelop ITS.

Wireless communication has traditionally either point-to-point (one transmitter to one
receiver) or point-to-multipoint (one sender to several receivers) (e.g., radio broadcast).
Both types of communications leverage limited mobility to relay signals over long dis-
tances. When it comes to vehicle—to—vehicle (V2V)communication or vehicle-to— infras-
tructure (V2I) communication, mobility is both high and sporadic, and therefore it gets its
name: Vehicular Ad-Hoc Networks (VANET) [4]. The topology of VANETSs changes rela-
tively quickly due to one-time interactions between vehicles. As a result, failures of V2V
links are common in these types of vehicular networks. Links between vehicles traveling
in opposite directions, in particular, only last a few seconds, so the network is constantly

disconnected.



The Internet of Things (IoT) [5], on the other hand, is a network that links many sorts
of devices and systems to allow a connection between them at any time, from any place.
For example, smart home systems, smart energy, e-health, as well as ITS are all IoT ap-
plications that are appealing. A new paradigm known as Internet-of-Vehicles (IoV) [1, 6]
has recently arisen as part of ITS by combining IoT with mobile internet technologies (i.e.
3G/4G/5G). loV is a distributed wireless networking and information exchange infrastruc-
ture that evolved from VANETSs and is expected to develop into the Internet of Autonomous
Vehicles (AV) in the future [7]. In contrast to VANET’s V2V communication paradigm, IoV
uses communication technologies such as IEEE 802.11p WAVE (Wireless Access in Vehicu-
lar Environment), cellular 4G or 5G for data transfer. Multiple vehicles are connected by a
road side unit (RSU), which forms multiple RSU zones.

In IoV, the RSU is connected to remote (or virtual) storage and computational resources
through cloud computing. Therefore, IoV applications are able to use data aggregation,
data mining, data storage, processing power and some of the services that are available
through the cloud integration [8]. Moreover, cloud computing promises versatile and
dynamic IT infrastructures, QoS-assured computing environments, and configurable soft-
ware services [9]. It has already surpassed grid computing due to its numerous benefits.
Although Cloud computing has received a lot of attention, there are still no widely agreed

definitions. Several factors have led to this situation:

1. Researchers and engineers from various fields, such as Grid computing, software
engineering, and database management, are involved in cloud computing. They

approach Cloud computing from different angles.



2. Cloud computing enabling technologies such as Web and Service-Oriented Comput-

ing, are also dynamic as well as evolving and advancing.

Although the cloud layer of the IoV has massive storage and processing capabilities,
uploading or downloading data from the cloud layer may create significant delays if nu-
merous vehicles accessing the cloud layer at the same time. This may induce core/back-
bone network congestion, resulting in considerable quality-of-service (QoS) deterioration
and prolonged end-to-end delays.

The problem of end-to-end delays in IoV can be addressed with the advent of a new
paradigm called vehicular fog computing (VFC) [10]. As the fog computing offers a layer
between the cloud and the IoV, it minimizes delays and improves QoS. Fog computing
is formally defined as an extension of the cloud computing paradigm from the network’s
core to the network’s edge, according to Cisco [11]. It’s a highly virtualized platform that
connects end-devices to traditional cloud servers and provides computing, storage, and
networking services. As fog computing enables computing at the network’s edge, it allows
new applications and services to be delivered with low latency. Commercial edge routers,
for example, advertise the speed and cores of the processor along with the built-in network
storage. Those routers could be used to create new servers. Furthermore, the facilities that
can provide resources for services at the network’s edge in fog computing are referred to
as fog nodes. However, due to the very dynamic environment of IoV, there still exist chal-
lenges in developing fog-based IoV applications [12]. To develop an effective and secure
VFC system, challenges such as efficient resources utilization, security, and privacy must

be addressed [13]. A viable solution can be using software-defined networking (SDN),



PKI-based authentication and blockchain technologies paired with VFC.

SDN decouples the network control and data planes in order to enable central network
intelligence management. Whereas, in traditional network architecture, control and data
planes are tightly coupled in forwarding devices. The tight coupling of data and control
planes means that the software and hardware are strongly coupled in network elements.
All network policies in the traditional network are installed manually, and any adjustment
in policy changes is managed in each device manually. Therefore, the traditional network
architecture is distributed in nature, which makes the overall operation cumbersome and
challenging for its managing, controlling, configuring, and innovations to be implemented
down the line. SDN controller is directly programmable, and by using SDN controller
it is easy to control and manage the network. Any communication between forwarding
device and applications occur by directing towards the controller. The communication
between controllers and switches and other network nodes is maintained by southbound
API, e.g., OpenFlow. Different SDN controller devices are interconnected through east and
west APIs. In contrast to southbound API, northbound API allows communication among
the higher-level components. Furthermore, network function virtualization (NFV) offers
a potential solution for dynamically programming service functionalities such as firewalls,
domain name systems (DNS), network address translation (NAT), and video transcoding
as software instances known as virtual network functions (VNFs) at edge servers without
incurring significant costs [14]. The NFV may be used with fog to achieve computation-
oriented service provisioning at the network edge. By allowing for network-level resource
allocation and flexible service provisioning, the combination of SDN and NFV has the

potential to improve the performance of IoV systems in terms of end-to-end latency and



quality-of-service (QoS).

The limited computing resources and capacity of on-board equipment attached to vehi-
cles remains a significant challenge to overcome in connected cars. This is because many
new types of applications emerging in IoV, such as Al-based environment detection and
customized navigation, are response-sensitive and require complex computing and real-
time analysis. Therefore, SDN and fog computing-based IoV must support not only task
offloading but also efficient utilization of available fog resources. To put it another way,
IoV systems with SDN controllers must improve fog computing utilization while avoiding
task offloading to cloud computing. The required bandwidth between fog and cloud com-
puting, as well as the latency, can be decreased by maximizing fog computing resources
utilization. This will result in allowing the task deadline to be reached efficiently. The
SDN controller has a global view of the network architecture and may use Al modules to
efficiently distribute load to fog nodes.

Furthermore, as machine-learning evolves, fog computing becomes more efficient and
has performed exceptionally well in tasks such as resource scheduling, prediction, and
classification, etc. Nevertheless, most machine learning techniques bundle nodes’ private
data onto a central database (i.e., on a cloud data center) to accomplish model training,
which can result in privacy leaks. Private data (i.e., in the case of IoVs) comprises ve-
hicular confidential information such as location, speed, and driving preference, which is
strongly linked to drivers’ safety and privacy. As a result, novel machine learning strategy
such as Federated learning (FL) [15] can be used to develop a common prediction model
collectively at the nodes while keeping all the training data private to the nodes. As a

result, nodes collaborate to train a global model in a decentralized manner, decoupling



the capacity to execute machine learning from the necessity to store data in the cloud, to
preserve the privacy of private data.

In addition, in the IoV, messages transferred between various types of access layer
nodes, such as vehicle-to-vehicles (V2V), vehicle-to-roadside units (V2R), and vehicle-to-
everything (V2X), must be secured. A vehicle exchanges 100’s of messages in a ms, which
can be tampered by an attacker to get access to the main IoV network [16]. This makes IoV
vulnerable to security and privacy threats. As a result, [oV may be exposed to security and
privacy risks. For example, IoV could be vulnerable to DDoS (Distributed Denial of Service)
attacks or lack authentication capabilities. Due to such vulnerabilities, compromised com-
munications can be delivered to vehicles; messages can be modified with to communicate
inaccurate information, and other malicious activities, such as brake failure or steering
impairment, can also occur. For example, consider AUVs (Autonomous Vehicles) that use
the IoV network, due to lack of a driver capable of controlling such emergency scenarios,
this might result in a very dangerous situation.

As a result, authentication is the first and most important step in addressing secu-
rity issues and preventing unauthorized access on the IoV network, as well as defending
against attacks such as man-in-the-middle, privilege insider, impersonation, and known
key. Furthermore, pseudonyms (or pseudonymous credentials) have been included into
authentication techniques to deliver services without including any personally identifiable
information that may be connected to the pseudonym holder’s genuine identity [17]. In
the context of providing anonymity for electronic transactions, a digital pseudonym is de-
scribed as a “public key used to validate signatures issued by the anonymous holder of

the matching private key" [18]. As a result, a pseudonym allows the verification of a cer-



tain entity without disclosing the bearer’s true identity. Furthermore, institutions such as
registration authority (RA), RSUs, and vehicles communicate with one another in a con-
ventional IoV architecture. RAs are often in charge of registering vehicles and RSUs into
the IoV network before to deployment.

However, the FL technique to model training is vulnerable to model poisoning at-
tacks [19] or considering the risks of information leaking in a fog computing server run by
a third party. Moreover, in FL, the global model is updated on the cloud that vehicles can
access for inference. As a result, blockchain technology can be used to ensure the trust is
maintained throughout the FL process [20,21]. The blockchain consortium is responsible
to ensure the cloud, fog nodes and vehicles trust each other when the updates are shared
with the cloud and the global learned model is used by vehicles for inference. Blockchain
technology has been widely adopted because of its secure, anonymous, and decentralized
trust features, as well as the fact that it is a transparent peer-to-peer (P2P) distributed
ledger [22]. There are various blockchain functions such as smart contacts, proof-of-work,
and the public ledger principle, which can be used to create an effective VFC system and
solve the privacy issues in IoV.

The thesis aims to ensure secure real-time data transmission, effective resource man-
agement, and flexible networking in IoV. This chapter begins with the motivation for im-
plementing a fast and secure communication framework for IoV in Section 1.1, which is
followed by the research objectives in Section 1.2. The novel contributions of this research
are reported in Section 1.3. Finally, in Section 1.4, we provide the complete outline of this

thesis.



1.1 Motivation

In this work, we are motivated to use the aforementioned ( in the Introduction ) en-
abling technologies to achieve a fast and secure communication in a highly dynamic IoV
environment. We use SDN-enabled VFC to achieve reliable communication, high QoS, and
balanced data flows in a highly dynamic IoV environment, which can not be assured by the
existing underlying networks. Moreover, we use Reinforcement Learning (RL) algorithm
on SDN controller for efficient utilization of fog resources. When SDN and IoV are coupled,
the result is a centralized Software-Defined Internet of Vehicles (SD-IoV), which provides
capabilities for successfully managing and controlling the IoV network. The SDN controller
selects the best fog nodes at the fog layer, which efficiently distribute the load, utilizes
the available resources, and minimizes the end-to-end delay. In addition, we propose a
lightweight Public Key Infrastructure-based (PKI) authentication scheme for vehicle and
fog node authentication and registration to the SD-IoV network. It can improve the access
layer’s overall security, which covers the communication link between V2V or vehicle-to-
RSUs, as well as the core network’s security. Moreover, we propose a blockchain-based
trust mechanism to update a global machine learning model in federated learning that can

be used by vehicles for inference.

1.2 Research Objectives

The aim of the research is to create a fast and secure communication system for the
IoV’s extremely dynamic environment. Furthermore, we employ a variety of enabling
technologies to aid in the achievement of various research objectives as well as the devel-

opment of the system. SDN-based vehicular fog computing is at the heart of the system



design, and it is essential to meet the following objectives:

1. Minimizing the end-to-end latency between end-devices (i.e., vehicles, RSUs) and

fog nodes while improving the QoS.

2. Efficiently utilizing the available resources at the fog nodes while delivering the result
on time to the end-devices (i.e., vehicles). In other words, balancing the load in the
fog layer will efficiently use the available resources while not depending too much to

offload to the cloud.

In addition, this work include the design of a lightweight authentication scheme to
secure all kinds of communications in the IoV access layer (e.g., vehicles-to-vehicles,
vehicles-to-RSU, vehicles-to-fog nodes). The authentication scheme achieves the following

objectives:

1. Allow legitimate vehicles and RSUs access to use the resources, as well as providing

a secure communication channel for sending messages.

2. Defend against various attacks such as: Man-in-the-middle Attack, Privilege Insider

Attack, Impersonation Attack, and Known key.

3. Prevent any association with the actual information (or identification) shared by

vehicles over the IoV network.

Moreover, our work is based on the federated learning (FL) approach to create a ma-
chine learning model that can be applied to a variety of analytics. The vehicles are fitted
with on-board units (OBU), which collect road and driving data. This data is critical and

private. Using the FL technique, we achieve the following objectives.
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1. Preserve the privacy of the users (or vehicles) by not sending the private data to the

cloud.

2. Train a global model that could be used for inference by the vehicles/RSUs connected

to the IoV network.

3. Allowing only honest and reliable vehicles to take part in the training in order to

guarantee the reliability of knowledge generated as a consequence of model training.

Furthermore, we use blockchain technology to achieve the objective of ensuring fog

nodes and the cloud can trust each other while sharing model updates.

1.3 Contributions

The following paragraphs highlight the main contributions of this work.

Contribution 1: Our approach enables task offloading from end-devices in highly dy-
namic IoV settings. Task offloading enables computationally-intensive tasks of resource-
constrained devices (sensors attached to vehicles and RSUs) to be executed on resource-
rich fog nodes. The end-devices in the IoV network are primarily mobile vehicles. How-
ever, static devices such as RSUs can also be considered as end-devices to use the virtual

resources of the cloud or fog.

Contribution 2: Our approach efficiently uses the available resources in order to improve
the overall QoS of applications and provide real-time results to the end-devices in the oV
environment. Using the re-enforcement learning (RL) algorithm in the SDN controller, the

framework learns efficiently distributing the load among fog nodes while minimizing the
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latency.

Contribution 3: Our approach secure all sort of communications in the IoV access layer
using a lightweight authentication scheme. In the IoV environment, vehicles send mes-
sages to RSUs, other vehicles, and fog nodes or the cloud for computation and other
resource utilization. These messages are encrypted using PKI in order to protect all con-

nected devices in the IoV network. Therefore, providing trust among devices.

Contribution 4: Given the high dynamic environment and local data available to ve-
hicles in IoV, our proposed approach explores the learning of global model using FL in
conjunction with fog computing. Furthermore, the benefits of both fog computing and FL

are utilized to overcome the end-to-end delays and learning of global model.

Contribution 5: Our proposed appraoch is based on a reputation scheme that rewards
honest vehicles, which improves the accuracy of the FL global learned model. Also, it
ensures trust between fog nodes and the cloud when local learned model updates from

the fog nodes are shared with the cloud and vice versa.

1.4 Thesis Outline

This thesis starts by investigating the highly dynamic mobile environment of IoV. The
thesis are particularly focused on challenges such as efficient utilization of available re-
sources, secure and trustworthy communication and privacy preservation. To achieve the
goals, we discussed the background of the enabling technologies and the current state-of-
the-art in Chapter 2. The framework for effective resource utilization, secure and trust-

worthy communication, and privacy preservation is introduced using the basis laid forth
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in Chapter 2. In Chapter 3, we go over our framework in depth. Furthermore, in the
next three Chapters, we will discuss the simulation studies. Chapter 4, Load Balancing in
Fog Computing-based IoV: we will discuss our proposed method to efficiently utilize the
available resources in the fog layer. Chapter 5, A Lightweight and Fog-based Authentication
Scheme for Internet-of-Vehicles: we will discuss our PKI-based authentication scheme for
secure communication in IoV. Chapter 6, A Privacy Preserving-based and Trust-based IoV-
Fog Environment: we will discuss our proposed method for ensuring trust among different
communication nodes as well as privacy preservation in IoV. Chapter 7 is the Conclusion

in which we provide an overview of what we have achieved.

1.5 Research Publications

This work resulted in the following publications.

1. Peer-reviewed: Alotaibi, Jamal, and Lubna Alazzawi. Safiov: A secure and fast
communication in fog-based internet-of-vehicles using sdn and blockchain. IEEE

International Midwest Symposium on Circuits and Systems (MWSCAS). IEEE, 2021.

2. Peer-reviewed: Alotaibi, Jamal, and Lubna Alazzawi. A Lightweight and Fog-based
Authentication Scheme for Internet-of-Vehicles. In Proceedings of the IEEE 12th
Annual Ubiquitous Computing, Electronics & Mobile Communication Conference (UEM-

CON). IEEE, 2021.

3. Accepted: Alotaibi, Jamal, and Lubna Alazzawi. PPIoV: A Privacy Preserving-based
Framework for IoV-Fog environment using Federated Learning and Block-chain.
Accepted for publication: to appear in the proceedings of IEEE World Al IoT Congress

2022.
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CHAPTER 2 BACKGROUND

In this chapter, we will do a literature review of Internet-of-Vehicles (IoV). In particular,
we will explore the backdrop of enabling technologies in order to create ultra-reliable and
secure communication in the IoV. Software-defined networking, fog and cloud computing,
and blockchain technologies provide virtual computing and storage resources, as well as
load balancing and secure data traffic communication. We’ll emphasize the most important
parts of these strategies and describe them in such a way that the reader gets a holistic
perspective of all the related areas and disciplines. We discuss the enabling technologies

in the below sections.

2.1 Cloud computing

Cloud computing is a parallel and distributed architecture that consists of a series of
virtualized machines that are gradually networked. Virtualization is a method for dividing
a computing asset into many autonomous execution conditions, known as Virtual Machines
(VMs). These VMs are used to deliver services throughout a system. The amount of
virtual and physical assets in a cloud domain is a critical component of the administration
framework, as its productivity has a direct influence on the overall performance and cost
of the system. An inefficient resource distribution has a direct detrimental influence on
execution and cost in this way. Given this, the primary goal of asset portioning in such
situations is to make use of the foundation assets and connect them to achieve better
throughput in order to address large-scale computation concerns. When a client sends a

solicitation with their requirements, computing assets are dispersed in this situation [23].
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2.2 Fog Computing

Fog proposes the deployment of storage, computing and networking resources any-
where in the device-to-cloud continuum, and provides task offloading with flexibility and
low latency [24]. Fog computing is also beneficial for dealing with the heterogeneity of
IoV access layer devices since it abstracts the underlying communication technology. Fog
nodes are placed near devices and end users in fog computing. A fog node is any de-
vice that delivers storage, communication, and computation services at the network edge
(i.e., routers, switches, VMs, or access points (APs)). The closeness of fog nodes to access
devices reduces end-to-end latency and bandwidth consumption. Fog computing, in par-
ticular, is designed to process time critical IoV applications in real-time, in sub-seconds.
However, due to the cost issues, ubiquitous fog nodes deployment is still unrealistic.

In addition, an infrastructure is required to allocate computational and network re-
sources to each application in order to meet QoS requirements. It’s difficult to manage
and control distributed fog nodes while also coordinating their activities with a cloud
that’s located distantly. As a result, while offloading tasks from IoT devices, the logically
unified fog computing confronts numerous issues, including identifying a reliable path,
minimizing end-to-end latency, minimizing traffic overhead, network scalability, node mo-
bility, and real-time data delivery. To solve these issues and meet the QoS requirements
of logically unified fog computing, a new paradigm called SDN-based fog computing is
proposed, which combines the advantages of two emerging technologies: SDN and fog

computing.
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2.3 Software-Defined Networking

Traditional Internet infrastructure is distributed in nature, resulting in the following
constraints. First, network administrators use numerous command-line-interface (CLI)
instructions to manually set up-each switch’s control and management plan. It makes con-
figuring the conventional Internet a time-consuming and error-prone task. According to
one research, manual configuration accounts for 62% of network outages. According to the
research, network administration consumes 80% of an organization’s IT expenditure [25].
Therefore, the traditional Internet infrastructure has a number of flaws that make manag-
ing, regulating, configuring, and implementing innovations difficult and time-consuming.

To solve the problem of a traditional network, the researchers proposed Software-
Defined Networking (SDN), a new logically centralized architecture in which the control
plane and management plane are combined into a single centralized entity called "SDN
controller," which is directly programmable [26].

SDN Controller is a key component of SDN, and it is easy to monitor and manage the
network performance, load-balancing, security enforcement, and optimization decisions
using the controller. In ddition, SDN architecture is composed of three planes, as shown in
Fig 1. The application plane is the topmost level, followed by the data plane and finally the
control plane [27]. All communication between the forwarding device and applications is
routed through the controller. Southbound APIs, such as OpenFlow, maintain communica-
tion between the application plane and the control plane. Different SDN controller devices

are interconnected through east and west APIs.
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Figure 1: SDN Architecture

2.3.1 Data Plane

Network components, such as routers and switches, make up the data plane. These
devices are dumb since all they do is route network data according to the controller’s
commands.
2.3.2 Control Plane

The control plane sees the whole network (topology of the network, the traffic statistics
over the links, the link bandwidth, etc.). It uses a control logic method to route data
flow in the data plane according to network needs. The data plane and the controller
exchange connection statistics on a regular basis. POX, NOX, ONOS, Open Daylight, Ryu,

and Floodlight are among the controllers being developed.
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2.3.3 Management Plane

It consists of a number of apps (for example, a load balancer, a security module, and so
on) that are used to describe network requirements. The low-level instructions are utilized
by the southbound API, such as the OpenFlow protocol, which is utilized by the controller
to govern the data plane. It makes it hard for a network administrator to configure and
specify the network requirements using the Open Flow protocol’s low-level commands. A
network administrator can provide network configurations and control at an abstract level
using the application plane. Routing, firewall, and load balancer, for example, are control
programs used by network administrators to express network needs at a high abstract level.
Pyretic, Frenetic, Maple, and PGA are some SDN languages suggested by the research
community to express network applications at the abstract level.
2.3.4 Southbound Interface

This interface is used to send and receive data between the data plane and the control
plane. The most often used open-source protocol for the southbound interface is Open-
Flow. The data packet is sent by the standard data plane depending on the destination IP
address. The SDN data plane, on the other hand, uses generic forwarding that is based on
source and destination MAC addresses, source and destination IP addresses, VLAN num-
ber, input switch port number, and transport-layer port numbers. It gives us the option for
enforcing traffic engineering in a variety of ways.
2.3.5 Northbound Interface

The northbound interface connects the application and control planes. A network ad-

ministrator can configure the network at a high abstract level using the application plane.
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The OpenFlow protocol’s low-level instructions are used by the SDN controller to regulate
the data plane. As a result, the northbound API is used to transform network configuration
supplied at the application plane into low-level OpenFlow commands that the controller
can comprehend, and vice versa.
2.3.6 SDN Advantages

Compared to traditional networking architecture, SDN provides a number of advan-

tages.

* SDN makes network management and control straightforward due to its centralized
nature. If a new routing protocol has to be installed, for example, it may be done in

software at the SDN controller without affecting the underlying switches.

* SDN lowers the cost of a network in the following ways. Because the whole control
logic is implemented in the software’s centralized controller, the SDN switches are
dummy devices. The SDN devices use the open-source OpenFlow protocol, which
makes debugging and testing the protocols easy. This lowers infrastructure costs

while increasing user trust that network devices are functioning properly.

* The centralized SDN controller gives more control over traffic engineering by en-

abling the use of more granular parameters.

2.3.7 SDN Challenges
Despite its many benefits, SDN poses a number of research challenges, such as con-
troller scalability, effective traffic engineering, SDN adoption in practice, fault tolerance,

and so on. In SDN, one aspect of fault tolerance is how to manage connection failure. Due
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to congestion, port downtime, or any other reason, a connection may go down regularly.
The present ways of dealing with link failure may be split into two types, reactive and
proactive [28].

When a switch detects link failure, it alerts the controller in the reactive manner. The
controller starts by running the routing procedure to find an alternate path for the flows
that are affected by the connection loss. Second, the controller installs the alternate path
in the relevant switches for each impacted flow. Third, data packets from impacted flows
begin to be sent to their intended destinations. The delay in telling the controller is the
fundamental drawback of the reactive failure technique. The controller then computes
alternate pathways for the impacted flows, which are then installed. As a result, the im-
pacted flows will begin forwarding after a significant delay.

To avoid the delay, proactive link failure measures are provided. In the Proactive
method, the controller creates numerous data plane channels for a flow. In the event
of a link failure, the switch redirects the flows of the failed link across the alternative paths
preinstalled in the data plane. These techniques do not consult the controller in the event
of a link failure, allowing them to recover fast.

However, these methods use a lot of a switch’s Ternary Content Addressable Memory
(TCAM) memory. When numerous routes are deployed, the TCAM memory quickly fills

up. In the TCAM of an SDN switch, for example, about 1500 flow rules can be installed.

2.4 Load-Balancing at Fog Layer: Related Work
Cloud computing offers major support for future intelligent systems. In addition, sev-

eral studies show support for the creation and deployment of edge and fog computing
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units in networks, in particular for IoT, IoV, and smart city networks [5,29,30]. Moreover,
fog computing is the most appropriate medium for IoV applications where a very complex
mobile environment exists. It was introduced by CISCO as a form of edge computing, but
later studies have made further improvements in terms of its growth and integration into
intelligent systems. Many IoT application frameworks in combination with fog computing
have also been successfully implemented [31]. Therefore, fog computing can be deployed
in proximity to users to meet their needs with minimal Internet infrastructure support.
Several recent studies have used fog computing in IoV environment [32-34]. In [10], the
authors have proposed a solution called Fog Following Me (Folo) to minimize the latency
in vehicular fog computing. The main idea behind the Folo design is its support for vehicle
mobility.

The scalability of a vehicular network using fog computing, on the other hand, re-
mains an open issue. In this context, SDN-based architecture can provide a scalable solu-
tion [35-38]. Nobre et al. [35] focused on the design concepts for fog-enabled Vehicular
Software Defined Networking (VSDN), with an emphasis on systems, networking, and ser-
vices. In [36], the authors proposed an adaptive approach for multihop routing in a com-
plex wireless environment. The model also aids in the development of an SDN-enabled
topology, which simplifies the management of SDN switches. In the context of a complex
wireless network environment (i.e. IoV), sending data to the fog using an SDN-based clus-
tering approach has been proposed in [36]. Moreover, the authors also ensure the trust of
the cluster head node to provide secure communication in their proposed model.

In the area of fog computing, task offloading in conjunction with load balancing is of-

ten considered a resource management approach [39]. More specifically, the main goal of
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load balancing in fog computing is to delegate a fog node to a task effectively such that a
range of objectives can be accomplished (i.e., maximizing hardware utilization, minimiz-
ing latency). In [40], the authors have proposed a scheduling algorithm for fog-based IoT
systems. Their findings have shown that minimizing the latency in IoT infrastructures can
be achieved. Meanwhile, in [41], the authors showed that distributions of tasks among fog
nodes based on information such as resource consumption, response time, and fog node
location can be optimized. In addition, load-balancing algorithms and techniques have
been extensively researched in cloud computing. In [42], the authors have proposed a
resource intensity-aware load-balancing (RIAL) model for cloud data centers. RIAL moves
virtual machines from overburdened physical servers to under-burdened ones. RIAL-based
algorithms can be used in fog computing to enable the execution of specific IoV applica-
tions. In comparison to cloud computing, fog computing must take into account the spatial
distribution of fog nodes. As a result, SDN is critical to the future of fog computing in terms
of providing global network information.
2.4.1 Shortcomings in the Current State-Of-the-Art

The above mentioned approaches have proposed different solutions to utilize the avail-
able resources efficiently on the fog layer. Some of these approaches [43-45] were focused
on developing trust by verifying application identities, and to assign the permission level.
However, these types of prepositions are not suitable in a dynamic mobile network like SD-
IoV. This work aims to go further than these works by employing a reinforcement-learning
based solution for a dynamic and distributed SD-IoV environment to efficiently utilize the

resources of fog computing layer.
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2.5 PKI-Based Secure Communication: Related Work

Many articles have recently been proposed that use factor-based authentication such
as articles [46-49], which use two factors, and articles [50-53], which use three factors
authentication protocols. On the other hand, complex cryptographic calculations are used
in several sophisticated authentication methods. However, neither the IoV devices nor the
fog nodes have the necessary hardware to conduct such a complex cryptographic calcula-
tion [54,55]. Moreover, Kerberos scheme [56] conspires to work on the trusted third party,
whereas the mainstream techniques like Diffie Hellman [57] uses shared secret keys for
key exchange. Since nearly all cryptographic calculations rely on keys, these approaches
impose additional overhead to gain more management control. There are a variety of ways
to verify a user’s identity, and one of them is through the use of a secret key or password.
However, it has been discovered to be vulnerable to well-known dictionary attacks. Al-
ternatively, biometric authentication might also be a good option. Nonetheless, since its
security correlates to time complexity, it takes significantly longer to execute [58].

A biometric, password-based authentication solution for wireless sensor networks pro-
posed in [59] is intended for achieving privacy preservation in the cloud. The diffi-
culty with sensor nodes or any mobile devices, as mentioned in [60, 61], is that they
are equipped with less battery power. As a result, energy efficiency and security become
significant issues. In addition, Li et al. [62] proposed a cloud-computing-based architec-
ture with an authenticated key agreement mechanism. However, this system is vulnerable
to smart card theft, replay, and privileged insider attacks.

The authors in [63] proposed a PUF-based lightweight authentication mechanism for
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RFID tags. Tag recognition, verification, and update are the three transactions that make
up the protocol. The tag reader identifies the tag in the first transaction. The second
transaction is the verification, in which the reader and the tag check each other’s validity.
For the next verification, one should maintain track of the most recently used key from
the previous transaction (Update). The authors of [64] proposed a lightweight two-factor
authentication technique based on one-way hashing and XOR operation to enable authen-
tication for IoT systems integrated into cloud computing environments. There are three
phases to the authentication process: registration, verification, and password renewal. The
cost of computing such a system is evaluated, and its efficiency in resource-constrained sit-
uations is demonstrated.

Ahamed et al. [65] presented an anonymous mutual and batch authentication (EMBA)
system that allows the RSU to authenticate many cars at the same time. The system also
enables RSU-to-vehicle batch authentication, which allows n cars to be authenticated in a
single batch. However, after the initial deployment, dynamic vehicles and RSU augmen-
tation stages are not enabled in their design. A fog computing-based distributed and se-
cure key management and user authentication method called SAKA-FC has been presented
in [66]. The utilization of lightweight operations like bitwise exclusive-OR and a one-way
cryptographic hash function is a significant benefit of SAKA-FC. Also, fog computing shifts
the centralized cloud computing-based architecture to a distributed manner.

2.5.1 Shortcomings in the Current State-of-the-Art

While the researchers have created several authentication techniques to date, a suit-

able distributed and reliable system that meets all requirements such as low latency, cost-

effectiveness, and lightweight has yet to be recognized and implemented. In this work,
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we aim to address not just the issues highlighted by centralized authentication systems,
but also to manage the heterogeneity of devices in IoV networks, and their associated data
while staying resistant to malicious attacks. Particularly, this work aims to investigate the
privacy and security concerns in IoV networks using a secure registration and authentica-

tion scheme.

2.6 Privacy-Preservation and Trust-Based IoV: Related Work

With the widespread use of Al in the development of next-generation applications [67—
69], the growth of Al across different disciplines raises concerns regarding the use of Al
technologies that are human-centered, such as in IoV, where driver security and privacy
are at risk. The concerns that arises frequently when dealing with such systems may
include, but not limited to, “Can the non-adversarial locally trained model provided by
vehicles be trusted?", “Can the vahicles have confidence in using the cloud global model
for inference?", “Is the local model genuinely trained by the vehicles?". All these concerns
are the accountability challenges that are currently faced by Al systems such as FL.

Many studies have been conducted to address the issue of FL system accountability,
with the bulk of them relying on blockchain for its integrity and traceability. For example,
Bao et al. [70] proposed using the FLChain to create an auditable decentralized federated
learning system that rewards honest trainers while detecting fraudulent nodes. Kang et
al. [71] devised a trustworthy worker selection strategy, to protect against faulty model
updates, which leverage blockchain for trainer reputation management. Zhang et al. [72]
proposed a blockchain-based federated learning solution, for IIoT device failure detection.

The method used a merkle tree to capture client data and preserve it on a blockchain,
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which ensures client data’s traceable accountability and integrity. Kim et al. [73] developed
a blockchained federated learning architecture, for the interchange and verification of local
model changes.

Since the advent of new machine-learning technology such are Deep Neural Networks
or reinforcement learning, they are also applied to address the problem. For example,
in [74], a deep reinforcement learning (DRL) was used by the authors for job offload-
ing and transmission scheduling. However, new security concerns such as cyber stealth
assaults [75] have emerged, necessitating additional security criteria [76] for preserv-
ing data privacy during the sharing process. The authors suggested a blockchain-enabled
efficient data collecting and trustworthy sharing scheme in [77], which used Ethereum
blockchain with DRL to produce a trustworthy and secure environment. In all these stud-
ies, the enabling technology was the consensus protocols, which is a key component in
achieving consensus among all participating nodes. The miner who solves a mathemati-
cal challenge first earns the right to build a block in proof-of-work (PoW) [78]. However,
PoW-based consensus procedures are limited in their applicability due to the high resource
requirements for solving those puzzles.

In addition, fog computing, for example, is a suitable option for IoV instead of using
cloud computing because it has a distributed design that minimizes latency. However, fog
computing provides significant issues in terms of privacy protection in real-world appli-
cations [79]. Hu et al. [80] designed a unique Identity-based method to tackle device-
to-device and device-to-server communications in fog computing. However, because the
system’s master key is stored in every end device, there are major risks [81]. Gu et al. [82]

proposed a customizable privacy protection strategy that uses a Markov decision method
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to enable customized privacy-preserving data exchange. This allows for confidential data
transfer between end devices and fog servers, meeting a variety of privacy requirements.
2.6.1 Shortcomings in the Current State-of-the-Art

To the best of our knowledge, no previous research has looked at the usage of blockchain
and federated learning together, in the context of effectively privacy-preserving communi-
cation in a fog-cloud computing scenario, while incentivizing vehicle (based on honesty)

to improve the cloud’s overall model accuracy.
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CHAPTER 3 FAST AND SECURE COMMUNICATION IN
INTERNET-OF-VEHICLES

3.1 Introduction

The Internet-of-Vehicles (IoV) is a highly dynamic network architecture consisting of
connected vehicles, RSUs, users, and other smart devices or "things." In IoV, vehicles are
essential nodes, and users are the humans involved in the system such as drivers, passen-
gers, and even roadside pedestrians. Vehicles are also equipped with a range of sensors
that generate a great quantity of data. The data can be kept locally (for example, in a
vehicle’s internal storage) or transferred to a distant node (for example, a fog or cloud)
for processing, storage, or analysis. When sent to a vehicular cloud, the data yields valu-
able information, which is then passed on to each vehicle connected into the IoV network.
However, the data transmission between the cloud and vehicles could result in a high end-
to-end delays (or latency). This is due to the fact that the cloud is located far away from
the nodes where the data is created in the network topology (i.e., vehicles in IoV). There-
fore, fog nodes are deployed in proximity to the vehicles, which provides services such as
code-offloading, and minimizes the latency.

Fog computing is a fully virtualized infrastructure that connects end-devices to conven-
tional cloud computing data centers, and provide compute, storage, and networking ser-
vices. In the proposed approach, the fog nodes are used to train a machine learning (ML)
model using Federated Learning (FL), which preserve the users’ privacy. Moreover, in order
to decrease the cloud’s dependency and reduce task processing latency, our method effi-
ciently incorporates cloud computing and fog computing, and integrates software defined

networking (SDN). Through decoupling the data plane and control plane, SDN manage
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the IoV network in a structured, centralized, and customized form. Since a fog node is
resource-constrained that may not be able to handle large amounts of data efficiently, dis-
tributed processing in the fog layer is needed. As this chapter will present, we employ
machine learning (ML) techniques to efficiently allocate resources (i.e., load balancing)
available at the fog nodes. This will result in minimizing latency by preventing network
congestion and providing a fast mechanism for data transmission in the IoV network. In
addition, this chapter will present, a reliable, cost-effective, and distributed authentication
system for access layer of the IoV network using fog computing. We’ll also talk about how
blockchain ensures trust when ML model updates are transferred between fog nodes and

the cloud. We begin with describing the system architecture of our method as follows.

3.2 System Architecture

Our proposed approach uses a three tier architecture (fog-blockchain-cloud), as shown
in Figure 2. The system architecture is based on SDN-based fog layer integrated with
the blockchain and cloud layers to achieve reliable, fast and secure communication in the
IoV environment. More specifically, the system architecture is designed to distribute the
tasks (originating from vehicles in the perception layer) efficiently to the fog nodes and
to serve the vehicles with very low latency along with providing security. In general, the
IoV perception layer consists of vehicles, road side infrastructure and provides vehicle-to-
vehicle (V2V), vehicle-to-infrastructure (V2I) communications. Also, the vehicles collect
road and sensors data and send to the fog servers for model training using FL. The high-

level system architecture in Figure 2 involves the following four layers.

1. Perception Layer: The sensors and actuators attached to vehicles, road-side units
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Figure 2: System architecture.

(RSUs), and other devices connected to the IoV network make up the first layer of
the architecture [83]. Onboard units (OBUs) connect different sensors, a navigation

system, and an entertainment system, among other things, within a vehicle. The
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vehicles communicate with each other in a P2P manner, and also with the RSUs,
infrastructure, and pedestrians. Moreover, the vehicles collect data to conduct the
FL process, in the perception layer. The vehicles observe various driving routes and
capture varying amounts of environmental data as they move. The vehicles are con-
nected to a serving RSU that makes an RSU zone. The RSU zone may be wide in
terms of its service area in places where traffic is sparse (i.e., motorways). There
may be many RSU zones serving heavy traffic in urban areas (i.e. city centers).
The communication technologies such as Wireless Access in Vehicular Environments

(WAVE) or WiMAX/3G/4G are used for different types of communications.

. SDN and Fog Layer: This layer contains stationary modules such as fog servers,
openFlow switches and SDN Controller. The fog servers are connected to the vehi-
cles through the RSUs. The fog servers can give real-time compute and networking
services to the vehicles in the IoV. At least one fog server serves each RSU zone in
the perception layer. In addition, the fog server in the RSU zone is configured to
act as a registration authority, which is used to register IoV devices (such as vehicles
and RSUs). Also, the fog servers receive training data or trained model parameters
from vehicles in the perception layer to train/update their individual FL local learned
model. Moreover, the network core in this layer consists of OpenFlow switches based
on SDN to form the network topology. SDN-based switches are attached to the SDN
controller, and they are responsible for delivering network status reports to the con-
troller in real-time. The controller maintains a logical and high-level view of the

network topology. This is important for load balancing to be carried out to minimize
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latency and allow efficient use of the resources available at the fog servers.

. Blockchain Layer: A consortium of blockchain nodes form the blockchain network,
which create a separate layer in the system architecture, as shown in Fig. 2. The
blockchain network is responsible for ensuring trust between fog servers and the
cloud when they share the ML model updates. The blockchain transaction is used
to transfer local learned model updates that have been trained by vehicles or fog
servers. Through a consensus mechanism, all peers in the blockchain network audit
the uploaded learning models, which are then stored in a tamper-proof ledger. The
blockchain network also uses the Algorand consensus mechanism, which is based on
Proof of Stake (PoS) and Byzantine fault tolerance (BFT) [84]. The BFT algorithm
enables the Algorand protocol to commit transactions. Therefore, the blockchain
maintain a distributed and encrypted record of all the transactions, which is hard to

modify without the agreement of the overall network.

. Cloud Layer: The cloud is at the very top of the system architectural hierarchy. The
cloud layer provides large compute and storage resources that can be used for big
data analytic and decision-making. Moreover, the cloud obtains the local learned
model parameters from the blockchain and updates the global learned model, as
shown in Fig. 2. This model is then available for inference, i.e., creation of live
dashboards that decision-makers can use to track data and make strategic deci-
sions [85,86]. Furthermore, the cloud maintains long-term data such as RSU po-
sitions, car registration numbers, and owner information, among other things. Im-

portant temporary data, including as session keys, is also stored in the cloud so that



32

a vehicle does not have to restart the registration procedure when it enters a new

RSU zone. In Section 3.3.3, we go over the registration procedure.

3.3 System Modeling

In this section, we explain different parts of the proposed approach from the mathe-
matical modeling perspective. We start by explaining the load balancing using reinforce-
ment learning (RL) in a fog computing-based IoV environment. Fog is made up of dis-
tributed, integrated, and small-scale virtualized data centers known as fog nodes (FNs)
or fog servers, and it provides cloud-like services to adjacent vehicles. The RSUs connect
vehicles to FNs, which connect to the cloud, forming a three-tier architecture (perception-
fog-cloud) that allows for task offloading and fog-to-fog resource sharing. However, since
fog nodes (servers) have limited processing power, allocating computationally intensive
tasks to them and balancing the entire load for delay reduction depending on performance
and communication overhead is a challenging task.
3.3.1 Load Balancing: Using Reinforcement Learning in the SDN Controller

In fog computing, load balancing is defined as efficiently distributing the arriving pack-
ets around a cluster of fog nodes for processing. Generally, in a high dynamic environment
such as IoV, the main objective of designing a load balancing algorithm should be to maxi-
mize the efficiency as well as the capacity of concurrent requests received from the vehicles
in the perception layer. Previous works [87-91] have considered task offloading for mo-
bile nodes to minimize the overall cost of energy, computation, and delay. However, these
works can not be applied to dynamic environments such as IoV, where the links’ status

changes very rapidly. Therefore, to minimize the total delay and reliably use the available



33

resources, load balancing is considered a daunting task.

In a broader context, load balancing algorithms can be broken down into two types:
static and dynamic. Both types inherently are based on two different methods [92]. Static
load balancing uses advanced knowledge of task requests, calculated at the outset of the
execution, to spread the workload. The key downside to static methods is that during the
execution of the operation, the distribution of tasks cannot be modified to accommodate
traffic load changes. In comparison, as one node becomes under-loaded, dynamic load
balancing automatically allocates tasks. In other words, based on the current information
of traffic loads, it will constantly change the allocation of tasks. Therefore, for efficient
load balancing, effective real-time load prediction is established.

A multi-agent-based approach can be formulated to accomplish dynamic load balanc-
ing, as in [93], where the fog nodes can be picked as agents - to make a series of decisions
using reinforcement learning (RL). Specifically, RL is concerned with learning to solve a
problem by trial and error. The agents can be designed to act in the IoV environment
and be rewarded for it. A Markov Decision Process (MDP) based model, motivated by
recent progress in implementing RL techniques, can be used for synchronization of the
multi-agents (i.e., fog nodes). Furthermore, synchronization is needed for multi-agents to

maintain the IoV network’s overall QoS.

Synchronized multi-agents We consider an IoV network (i.e, as in Fig. 2), and assume
that a fog node fn' can serve a vehicle better than another node fn’ in terms of computing
and total delay costs. Furthermore, fog nodes (agents) may not be synchronized due to

a high-dynamic IoV environment. As a result, a task from the vehicle is delegated to fn/,
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based on obsolete information, which will lead to performance loss. Therefore, we address
the problem of load balancing by formulating it as MDP, using which the synchronization
between nodes (multi-agents) is achieved.

More precisely, MDP is represented by a tuples (S, A, P, R,~), where S and A are sets
representing the finite states and actions respectively, P and R are state transition proba-
bility and reward functions respectively, and ~ is a discount factor such that v € [0, 1]. For
a total of n states (where s € S), the range is from s to s,. Similarly, a € A is the total
actions. The transition function for each state is represented as, P : S x A — A(S). It
gives the probability P (s;1]s¢,a;) of taking an action «; in state s; that leads to the next

state s;;1. The reward function R is, mathbbER [R (s, a) |si, aql.

Load balancing at the fog servers Our proposed model is tailored to provide the best
offloading action possible, maximizing utility while reducing processing time and load
balancing. As a result, given an action a at state s, we define the immediate reward

function R (s, a) as follows.

R(s,a) = p(s,a) — (B(s,a) + (s, a)), 3.1)

where, 1 (s, a) denotes the utility function, /3 (s, a) denotes the traffic load probability func-
tion, and ¢ (s, a) denotes the fog node’s end-to-end delay function. More specifically, we

define the utility function y (s, a) as,
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pu(s, a) = bulog(1 + k°),

where, 6, and k° indicate the utility reward and number of tasks to be offloaded to a
fog node, respectively.
Furthermore, we model the traffic load probability function 5 (s,a) of a fog node as

follows:

kP°P + kP

Bls,a) = ro— e

Y

where, x, and k7" indicates the traffic load weight and the processing tasks, respec-
tively. Also, the SDN controller uses this function. P can be modeled by using a Poisson

process as,

max (0,0 — (Qjmaz — Q;))

)

g

where o indicates the rate for the arrival of tasks at a fog node. The next estimated

queue state is Q;, given a state s and action a. It can be written as,
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Q; = min(maxz(0,Q; — cpwrj) + K, Qjmaz)-
Moreover, the SDN controller also calculates the end-to-end delay for a task, when it is
sent to a fog node and the result is returned successfully. The delay function ¢ (s,a) of a

fog node can be modeled as,

d'+d?+d°

d(s,a) = Ry 1o

+ kP, (3.2)

where, d', k4, d?, and d°¢ indicate transmission delay, delay weight, queue delay, and
execution delay, respectively.

3.3.2 Secure Communication: Using Public Key Infrastructure (PKI)

In this section, we’ll look at how fog computing can be used to create a reliable, cost-
effective, and distributed authentication solution for IoV networks. We’ve assumed that
the registration center (also known as the fog server) is totally reliable. In addition, cars
and RSUs will be provided their public keys ahead of time, which they will use to register
with the IoV network in order to utilize the services. The architecture of the secure data
access mechanism in an IoV network is depicted in Fig. 3. A data storage cloud service
provider is included in the model, as well as a fog server in the RSU zone that acts as
an IoV device registration authority. The fog server can provide real-time data, while the
cloud can provide access to permanently archived historical records. In order to use an

RSU zone, a vehicle and an RSU must first register with the registration authority (fog



37

server), which is assumed to be secure and dependable. Every time the RSU or another
vehicle (through the RSU) needs to access the vehicle’s essential data, the consent must be

sought beforehand.

Cloud

Store/retrieve data

reeEeeeessEsmsEsmsEmsrsrmrmsrm r-- -1 - - 7 = == "=-=-=== l

| RSU Zone,
' |
|

| —}( Fog Server ){— :
|

| g a s
' ) g 18 |
' 1 o %) |
: > - S

C

! £ R -
: send consent <) |
| ( Vehicle ) RSU ) |
: request :

Figure 3: Flowchart for requesting vehicles data.

If an RSU (Rpki) wants to obtain current or real-time data from a vehicle in its zone
(stored on the fog server) or historical data (stored on the cloud server), it must first make
sure it’s a genuine RSU. After adequate verification, the vehicle will authorize the request,
and the linked fog server will provide access.

We’ll go through the mutual authentication technique in the IoV network in the rest of
this section. RSUs and users (i.e., vehicles) will be able to authenticate one another, and

RSUs will be able to connect with vehicles (i.e., real-time data exchange) or safely access
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historical data from the cloud server (with proper consent). The suggested authentication
technique is made up of three phases. The initial step is to register IoV devices (i.e.,
RSUs and Vehicles). Mutual authentication is the second phase, in which the devices
authenticate each other before utilizing the services. During the authorisation process, the
cars allow RSUs to interact with them or access their data in the cloud. Before we go
into the details of these stages, we will discuss the security requirements and notations, as

follows.

Security Requirements Information is valuable in today’s world, thus it must be treated
with care during its path. The security of communicating devices, as well as data integrity,
communication, and storage in the IoV network, must all be maintained in a secure IoV

system. The following are the most important problems that need to be addressed:

* Passengers’ Privacy and Location: To preserve the privacy of drivers and passengers
within vehicles, some restrictions should be implemented, such as providing only au-
thorized users access to the resources for which they have been granted permission.
It’s also crucial to keep track of where the vehicles are. Furthermore, vehicles would
want to send their personal information to the nearest fog server. If the fog server is
hacked, the hacker will have access to user data, vehicle information, and the vehi-
cle’s location in the worst-case scenario. As a result, non-real characteristics, such as
pseudonyms, are used to show the identity of IoV devices. We verify that the non-real

characteristics of IoV devices have no bearing on their genuine identification.

e Authentication: Before communicating with any IoV device or fog server, make sure

it’s legitimate. This is done to prevent unauthorized access to sensitive data, and
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only authenticated devices have access to restricted resources. As a result, the par-
ties involved in the communication should be verified. Furthermore, because IoV
applications operate in a highly dynamic environment, authentication systems that
can manage and adapt to the growing number of IoV devices (such as vehicles, RSUs,
and other IoV devices) are necessary. As a result, while creating an authentication

system for the IoV, scalability is also a critical element to consider.

» Data Storage: It’s vital to prevent such a massive volume of data from being manip-
ulated with or distorted as sensors linked to vehicles and RSUs continue to generate

data.

Notations Each RSU zone will have its own registration authority, which will be under
the supervision of the fog server. All security parameters will be accepted as input by the
registration authority, and system parameters will be created as a consequence. It will also

compute the private key (k) and public key (k) as follows:

vat:(S“i'lhtS)'P,

Ky =h(s®ts),

where, s is fog server secret key, P is 512-bit prime generator, and ¢s is timestamp. More-
over, the registration authority chooses I'y and I'; of order R with the generator as de-

scribed in [94]. Also, the cryptographic hash functions are calculated as [95],
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H:{0,1}" = Z,, (3.3)

where n is the bit-length of the plain-texts. Finally, the registration authority publishes

{Kup, P,R,I';,T'y, H}. The details of these notations are listed in Table 1.

Table 1: Notations and their description

Notation Description
Kyt Private key of the fog server
Kpp Public key of the fog server
s Secret key of the fog server
[ Public key of an RSU
VIdp, Virtual ID (pseudonym) of an RSU
Upk; Public key of a vehicle
VI dU]. Virtual ID (pseudonym) of a vehicle
P Prime generator (512-bit)
Iy A cyclic Additive group
Iy A cyclic Additive group
h(.) Cryptographic Hash function
R Large prime number (160-bit)
ts Timestamp
+- Concatenation sign

3.3.3 Registration

Both RSUs and vehicles in the IoV network are registered at this phase. It’s crucial to
register RSUs since an attacker may impersonate a legitimate RSU and seek data access.
In order to broadcast its RSU zone to vehicles, an RSU (with public key R,;,) must also
register. The RSU will do so by selecting an identity / Dy, and generating two nonces n;
and n;. The virtual identity (or pseudonym) is then calculated as VIdg, = (IDg, ®n})

and sent to the registration authority as Ex , (V Idg,, n;).
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The registration authority will generate a pseudonym r; and calculate the following.

Ri = (r; dn;) (3.4)
VIdy =h(VIdg, + n;) (3.5)
aj=r;-P (3.6)

B = (o 4 n;) (3.7)
Ry, = h (VIdy, + B) (3.8)
Y, =h(VIdy, +r;) (3.9)

b =a; ® - Y, (mod P) (3.10)

Xi = (VIdy, + h(B) + ts;  Ryr,) (3.11)

U ="h(0; #r;) Dts; (3.12)

hy =h (6 ®VIdy + ¥) (3.13)

After computing the above functions, the registration authority (fog server) will store
{VIdg, n;, R, x;} with itself, and send {(6; ® VId}y ), ¥, hi} to the RSU. The RSU will
validate the timestamp and the h, on the receiving end. The whole process of registration
of RSU with fog server is illustrated in Fig. 4. After an RSU is registered successfully,
vehicles will be registered with the fog server in order to be deemed valid devices.

Therefore, to use the services, a vehicle (v;) will need to register after joining the IoV
network. As a result, the vehicle (v;) will produce two nonce, n; and nj}, and choose an

identity /D,,. Then it will calculate the virtual identity that corresponds to it.
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Figure 4: Sequence diagram showing the registration process of RSU and vehicle with the
fog server (registration authority).

VId, = h(ID,, &n})
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Next, it will send Ex (V' Id,,, n;) to the registration authority via any channel (secure
or insecure). When the registration authority receives the message, it will create a random

number r; and compute the following:

VId, =h(VId,, 4 ny) (3.14)
k=h (wd;j @ tsl> (3.15)
=1 @ n; (3.16)

o =1 P (3.17)
vty = b (VId,, 4 a4 n;) (3.18)
B = h(r; 4 n;) (3.19)
o; =ts1 ® (o - K,) (mod p) (3.20)
vi = (VIdy, 4 8 4 ts1 4 v, + 0 ) (3.21)
ho =h (4 0; 4 K) (3.22)

After the above are calculated, the fog server will store {VId,,,r;,n; ts1,x;} and send
back {x, x,0;, he} to the vehicle. At the receiving end, the vehicle will calculate the hash

as:
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h;‘:h(u‘H"O'J"H"I{)

kK" =h (h (VIdU]. @ tsl))

Finally, the vehicle will check if x* = «’ is true, then it will store the received data; other-
wise, it will end the session. The whole registration process of the vehicle with fog server
is shown in Fig. 4.
3.3.4 Authentication

To use the services, a vehicle must first make contact with the RSU in its RSU zone
and submit a request message Mmsgrequest- 1N the meanwhile, the vehicle will compute the

following.

h=r &n, (3.23)
r; =pdn,; (3.29)
O';- = (O‘j + h (T‘j + nj)) (325)

The vehicle will then produce a new nonce, n,, in order to do the following calculations.
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AL = (wd;j @ rj) (3.26)
)\ij = (tsy ® ng) B 0'; (3.27)
hy = (A},j A2 4 tSQ) (3.28)

Finally, the vehicle will send {\; , A} , hs, ts3} to the RSU. At the receiving end, the RSU
will verify the timestamp first: At = ¢S,ccoa —tSsent- The message is deleted, and the session
is ended if the computed At is not within the allowed range; otherwise, the verification
procedure proceeds to validate the message’s integrity by comparing it to the calculated

hash value. When both parties (RSU and vehicle) agree, the procedure continues. Follow-

ing that, the RSU carry out the following computations:
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B = (aj 4 ny)
Y;=h(VId, )
0 =a; ®p"-T; (mod P)
v =h (VIdy + 8%)
Xi = (VIdy, 4 h(B%) 4 tso # Rp,)
Co= (VIdy ® ) 4 x;
G = (6] D ng) H Ca
/\12)], = )\3], D tss

hy = <)\12jj H Ca Cb)

(3.29)

(3.30)

(3.31)

(3.32)

(3.33)

(3.34)

(3.35)

(3.36)

(3.37)

(3.38)

The RSU will send {(,, ¢, Afjj, hy} to the fog server, which will calculate the following

after receiving the message:

Co= (VIdy @ N,) + xi

VI, = (G x) ® AL

Next, the fog server will check in its database if VId}; = VIdy, is true; then the fog

server will create a new nonce n,,, and will do further calculations as follows.
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= h ((VId, ;) @ (tss 4 n) )

Dy = h ((VIdy, 4 xi) ® (ts3 4 ny))

The fog server then transmits L, (®4) to the vehicle, while simultaneously sending
ZR,, (®2) to the RSU. The RSU and vehicle may now mutually verify each other using the
received messages. They’re now ready to start the session and interact securely. The entire
authentication procedure is depicted in Fig. 5.

3.3.5 Privacy Preservation: Federated Learning

In FL, the vehicles in the perception layer are connected to a serving RSU inside an
RSU zone, as shown in Figure 6. The RSU zone may be wide in terms of its service area
in places where traffic is sparse (i.e., motorways). There may be many RSU zones serving
heavy traffic in urban areas (i.e. city centers). Let’s consider the total number of vehicles
registered on the IoV network is represented by X, such that a vehicle set is obtained as
|V| = X. The whole road network in the perception layer of IoV is further divided into
Z RSU zones. Therefore, the number of vehicles connected to & — th RSU zone can be
expressed as;

(3.39)

Vk = vkl,%,vkg, ....,Ukl_k?

where |Vi| = i, k € [1,7], and =1 + 22 + 23 + ... + ©z = X. In addition, the number of

RSUs is denoted as;
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Figure 5: Sequence diagram showing the authentication process.

R=Ri, Ry, Ry, ..., Ry. (3.40)

The RSU in i — th zone can be expressed as R;,: € [1, Z], which is securely registered on



49

FL Local learned Model FL Global learned Model Blockchain Node Fog Node RSU
®
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Figure 6: Federated learning System in IoV.

the network using our authentication scheme presented in 5. Moreover, each RSU R; € R
is connected to a fog node F; € F, where i € [1,Z] and j € [1,N] for |F| = N. Fog
nodes in the set F receive training data or trained model parameters from vehicles V' in
RSU zones R. To update the global FL. model, the fog nodes upload their learned local FL
model parameters to the cloud.

In our proposed approach, the vehicles collect data to conduct a federated learning

process, in the perception layer. The vehicles observe various driving routes and capture
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varying amounts of environmental data as they move. In Fig. 7, we can see how the
training data or model updates are sent to the fog node in case of a good network coverage.
Fog nodes trained the local models and put the updates on the blockchain. The global
model updates are sent back from the cloud to the blockchain, where they can be used for

inference by the vehicles.

RSU Fog Node Blockchain Global model
8. on the cloud
RSU Zone (@ >>)< &b
& & @.
&% ,
Training of ' Get local E
local model ! '
' model '
In a good "\ Yes . updates
? r
coverage arear Send Training Data d ! >E
or model updates \ :
o : :
- . Send global !
Training of ! model :
locel model : updates |
< :
Send model E
updates : '
L+ }: 1

Figure 7: Sequence diagram of the workflow.

3.3.6 Trust: Using Blockchain for Model Parameters Publishing

After training their local models, the fog nodes build new blocks, which are added to the
blockchain network. A consortium of blockchain nodes formed the blockchain network,
which create a separate layer as shown in Fig.2 and Fig. 6. In this work, we employ the

Algorand consensus mechanism, which is based on Proof of Stake (PoS) and Byzantine
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fault tolerance (BFT) [84]. The BFT algorithm enables the Algorand protocol to commit
transactions. The procedures below must be followed in order to establish a successful

consensus.

1. A miner with more stakes has a better chance of becoming a leader. The number of

stakes a miner possesses influences the likelihood of it being chosen as a leader.

2. After the leader has been chosen, it can generate new blocks. The blocks can then be
verified by the participants. In practice, a new block is allowed when more than 2/3

of the members sign and agree on the leader’s block.

3. To reach a consensus in blockchain, the participants broadcast the new block to their

neighbors (i.e., using the gossip protocol [96]).

When the FL-global-learned model is published on the blockchain, vehicles that request
access can use it for inference, as shown in Fig. 7. Subsequently, fog nodes publish their FL-
local-learned model to the blockchain after training models locally. The leader and miners
are in charge of verifying transactions, while the cloud calculates the averaged model
parameters to generate a global model. A miner, in particular, verifies the digital signature
of the model’s hash published to the blockchain by a fog node. Furthermore, the miner
confirms that the model parameters are originated from a valid fog node by determining
whether the signature is authentic, at which point it is added to the transaction pool. The
leader, who is chosen from among the miners, will then create a new block with the model
parameters hash. Typically, the miners in the blockchain consortium choose the leader, and

the miners compete to verify the digital signature of model parameters and get rewarded.
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The Algorand protocol utilizes verifiable random functions (VRFs) to pick a group of
miners as leader candidates, depending on the reward. For example, the leader candidate
with the highest reward will be promoted to the position of leader. Since each minor’s
reward is weighted, and one award is equivalent to one coin, a minor with 5 coins is
rated . Moreover, « represents the expected number of participants (i.e. minors) and ~
indicates the total quantity of coins divided among the participants. Then a participant m
with 3 coins will require its secret key to make a hash and proof using VRF, as hash /2",

where hlen is the hash length. Mathematically,

T ﬁ T+1 B
hash/2"" LZO (k)p’“ 1-p)" "> (k)p’“ (1- p)ﬁ_k] (3.41)

where p is the probability of any coin being chosen, i.e., p = «/v, and 7 represents the
selected number of participants. As a result, we use E.q. 3.41 to find the interval that is
used to determine the 7 participant. After the leader uploads the model parameters, which
are verified by the minors, the cloud derives the final FL global learned model from the
blockchain network. The Global model is available afterward, to be used by the vehicles

in the IoV network for inference.

3.4 Chapter Summary

In this chapter, we discussed how the proposed framework is built to achieve fast and
secure communication in a high dynamic environment such as IoV. We discussed the sys-
tem architecture that includes different layers connected together such as perception, fog
and SDN, blockchain and the cloud. From a mathematical modeling perspective, we also

explained how different parts of the framework (such as load balancing, secure commu-
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nication, privacy preservation, and trustworthy communication) cooperate to achieve the
goals of this work.

The importance of load balancing in fog-based IoV setting is to improve QoS, minimize
end-to-end delays, and utilizes the available resources efficiently. At the SDN controller, we
employ an RL-based algorithm to effectively assign tasks to the fog servers. Moreover, the
vehicles and RSUs in the perception layer communicate with the fog servers over insecure
channels. Therefore, authentication is undoubtedly needed. To address the problem of
secure communication, we employ a lightweight and fog-based authentication key creation
scheme in the IoV environment. For secure communication between RSUs and vehicles
in an RSU zone, our proposed authentication scheme involves the creation of a mutual
authentication session key. Moreover, our scheme uses a pseudonym mechanism to prevent
any association with the actual information. Finally, in order to maintain privacy and
ensure reliable communication, we use federated learning and blockchain approaches to

train a global model without sharing the critical data from vehicles.
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CHAPTER 4 LOAD BALANCING IN FOG COMPUTING-BASED IOV

In Section 3.3.1, we introduced how the available resources at the fog layer can be ef-
ficiently utilized. Moreover, we described our proposed approach for allocating fog servers
to tasks, which is based on reinforcement learning. In this chapter, we demonstrate the
effectiveness of our proposed method using simulations. Over the last few years, fog com-
puting has developed as a contemporary approach for big data processing. Since the data
is closer to the edge network, it can improve the efficiency and effectiveness of data pro-
cessing. Despite the fact that fog computing has been shown to be effective in handling
big data, it still faces some challenges, i.e., task capacity provisioning is a difficult problem
to solve, especially when fog servers have heterogeneous characteristics and limited infor-
mation between servers and tasks. Therefore, the majority of research have deployed fog
resources for a given task model using machine learning-based methods. Our approach is
based on Reinforcement Learning (RL) with a central management process such as SDN,
where RL agent handles virtual resource allocation and task scheduling by optimizing a

cost function.

4.1 Load Balancing: RL-Based Offloading Algorithm

In nature, the IoV environment is extremely dynamic, and it is thus difficult enough
for the SDN controller to forecast p and R (transition probability and reward functions).
Therefore, to predict the optimal policy for (s, a), we use the Q-learning-based algorithm 1
for effective task offloading. In addition, the current s’ state, and the r reward, will be con-
stantly learned and observed by the controller. The algorithm will update the Q-function,

which is used to make the optimal decision for the new requested task (i.e., code offload-
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ing), based on the updated information. The Q-function in Eq. 4.1 is stated as follows:

Q(s,a) = (1 — B)Q(s,a) + B[R(s,a) + ozm:?x € AS/Q(S/, a/)] 4.1

Where, 5 (i.e. (0 < 8 < 1)) is defined as the Q-learning rate. The reward function R
is the current learning rate, which is the calculation learned from the IoV environment’s

underlying traffic.

Algorithm 1: IOV NETWORK LOAD BALANCING USING Q-LEARNING-BASED TASK OF-
FLOADING

Input: Latest (s, a)

Output: This algo returns the best fog node that is currently available.

Seti =0and Q(s,a) =0

for i < maz; do

Selecta € A

Continue with the offloading depending on the information gathered on a
SDN controller perceive and learn s and r’

The Q-function in Eq. 4.1 is updated

S s

i+1i+1

end

O NN 1AW N

4.2 Simulation Settings

For simulation, we have used the sumo (Simulation of Urban Mobility) for the IoV
network. First, as illustrated in Fig. 8, we imported the road network of downtown Detroit
(Michigan, US) into the sumo simulator. Next, we imported the sumo road map data and
traffic configuration into the Omnet+ + simulator to evaluate our Load balancing method.
The density of vehicles was limited to 500. Our simulation is based on executing custom-
made scenarios using the Omnet+ + environment to simulate traffic data originating from

vehicles to fog servers. We used an SDN controller, which obtains a global view of the IoV
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network and implements Algorithm 1 for efficient traffic distribution among the fog nodes.
The Flowchart in Fig.9 shows the simulation setup. We compare the results with a naive
approach that always allocates the closest possible resources (fog node) to offload the
vehicle’s tasks. Therefore, in the naive approach, the load balancing script is not enabled,

while we enable it in the fog nodes and the controller in our method.

Figure 8: Downtown Detroit road map (OSM) imported in Sumo simulator. A zoomed
view of a region shows traffic on the roads.
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Figure 9: Flowchart showing the IoV-Fog simulation.

4.3 Fast Communication in IoV: Results and Discussion

To evaluate the performance, we have carried out simulations to measure how our
method can efficiently allocate the available resources, minimize latency and congestion.
We discuss the simulation results as follows.
4.3.1 Fog Nodes Utilization Vs. Number of Tasks

We simulate to measure the utilization of fog resources as shown in Fig. 10. We com-
pare the performance of our method, when it allocates the fog resources to execute the
tasks offloaded by the vehicles, with the naive approach. We can see that when the num-
ber of tasks from the vehicles increase, the fog nodes utilization in the case of our method
was better than allocating the tasks to the nearest fog nodes in the case of the naive ap-
proach. The fog resources were less utilized in case of our method because tasks were

efficiently allocated to the best available nodes.
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Figure 10: This plot compares results of our method with a naive approach that allocate
tasks to the nearest fog nodes. As the number of tasks increase, the fog nodes utilization
of both methods are measured.

4.3.2 Latency Vs. Number of Tasks

Our method is capable of handling the tasks and minimizing the end-to-end delays

(latency) efficiently. As the number of tasks from the vehicles increases, our method ef-

ficiently allocates the tasks to the best possible nodes, considering the distance from the

source as well as the load of the nodes. In Figure. 11, we can see a lower latency observed

when our method was handling the tasks. The naive approach was sending the task to the

nearest fog nodes, overloading the fog nodes, which resulted in high latency.
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Figure 11: This plot compares results of our method with a naive approach that allocate
tasks to the nearest fog nodes. As the number of tasks increase, the average latency of
both methods are measured.
4.3.3 Congestion Vs. Number of Tasks

Network congestion in a highly dynamic environment such as IoV can significantly de-
grade the QoS. Therefore, it is an important parameter to consider for fast communication
in the IoV network. As the traffic in the IoV network increases, which is due to an in-
creasing number of tasks, the percentage of congested links also increases. This results in
dropping packets or congested streams in the IoV network and, thus, adding more delay.
We can see this in Fig. 12. Our method efficiently distributes the tasks among the fog
nodes; therefore, the congested links (in percent) are lower than compared to the naive

approach that does not use load balancing.
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Figure 12: This plot compares results of our method with a naive approach that allocate
tasks to the nearest fog nodes. As the number of tasks increase, congestion in the network
for both methods are measured.

4.4 Chapter Contributions

In this chapter, we proposed a fast communication framework that improves QoS and
minimize end-to-end delays. Also, the performance evaluation of our framework showed
that the available resources in fog-based IoV networks are efficiently utilized. Our fast
communication framework is based on SDN technology in which the controller employe
an RL-based algorithm to effectively assign tasks to fog nodes in order to distribute traffic.
Moreover, our experiments concluded that it can avoid congestion in the network and
minimizes latency along with utilizing the resources efficiently. The key contributions of

this work are stated as follow:
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1. Our approach enables data offloading from vehicles to fog nodes, and from fog to
fog nodes to achieve adaptive and efficient resource scaling, and also to minimize

the end-to-end latency.

2. Our fast communication framework uses machine learning technology such as rein-

forcement learning to assign best fog resources to an incoming task from a vehicle.



62
CHAPTER 5 A SIMPLE AND LIGHTWEIGHT AUTHENTICATION
SCHEME FOR THE INTERNET OF VEHICLES

Interactions between vehicles and RSUs in a typical IoV architecture are often done
through a public channel. As a result, data-in-transit can be intercepted, altered, or erased.
In other words, while designing IoV systems, we must consider resistance against attacks
such as man-in-the-middle, privilege insider, impersonation, and known key. We must also
prevent disclosing or leaking the vehicle’s identify (e.g., during sending of information).
As a result, authentication is the first and most crucial step in addressing security problems
and preventing unwanted access. This work strengthens shared trust among IoV devices
by allowing permitted interactions between vehicles and RSUs.

In this chapter, we assess our lightweight and mutual authentication system for IoV de-
vices based on fog computing (i.e., RSUs, vehicles). A decentralized fog-based registration
authority (RA) is employed in our method to register RSUs and vehicles. The RSU zone
refers to each RSU that serves vehicles travelling within its coverage zone. Furthermore,
RSUs and vehicles will select temporary virtual IDs (or pseudonyms) that will vary based
on the randomizing strategy. Despite the fact that the creation date and validity period of
pseudonyms are picked at random, they comply with PKI standards. Furthermore, the on-
board unit (OBU) in vehicles would track when the pseudonyms used in communications
needed to be altered. As a result of the randomization technique, eavesdroppers would

face more challenges, increasing privacy and anonymity.

5.1 Informal Threat Assessment
In this section, we will go through some of the most typical cybersecurity risks that may

be used to attack an IoV network. We’ll talk about how our proposed model can handle
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such threats.
5.1.1 Man-in-the-Middle Attack

A man-in-the-middle attack is a type of eavesdropping attack in which the attacker
intercepts an ongoing conversation or data transmission. After inserting themselves in
the middle of the conversation, the attackers pretend to be a genuine participant [97,98].
All information, whether registration or authentication messages, must be kept private.
Therefore, an eavesdropper (also known as a man-in-the-middle) would be impossible to
identify or track communications between vehicles and RSUs.

Consider an adversary, A, who intercepts the authentication request message 1msgycquest
and tries to send a genuine request message (i.e., the cryptographic information provided
in Section 3.3.4). A may generate a nonce and a timestamp and compute from Eq.21 to
Eq.26 for this purpose; however, A will fail to transmit the cryptographic information in the
absence of long-term private information such as ¢; and n;. Similarly, A cannot reproduce
specific messages used in authentication. This proves that the system is not vulnerable to
a man-in-the-middle attack.

5.1.2 Privilege Insider Attack

Insider privilege attack [99] is a sort of attack in which malicious insiders exploit their
privileged account to attack the system. Insider assaults are undeniably the most harmful.
A single breach can result in the erasure of databases, the misconfiguration of critical
equipment, and the installation of malware on critical systems. Our proposed model’s
RSUs and vehicles are oblivious of each other’s sensitive information, such as secret keys
needed to derive cryptographic equations. As a result, instead of communicating their

genuine identities, they generate virtual identities (i.e., V' Idg, and VId,,) that are secured
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by a one-way hash function and communicated during the registration phase. By doing so,
our method withstands this type of attack.
5.1.3 Impersonation Attack

In this type of attack, the adversary A attempts to enter the IoV network using fake
credentials. It must first intercept the msg,equest message before it can use the services. The
adversary will next attempt to solve the cryptographic equations; however, it will need the
secret keys to do so, therefore its request will be rejected when the message’s authenticity
is verified. As a result, our proposed model also guards against user impersonation attacks.
5.1.4 Known key

Before the session is ended, a new secret key is transmitted to the server and encrypted
with the server’s public key. A randomly generated nonce is also used in our proposed
method, adding an extra degree of protection. This guarantees that each session has a

new secret, and hence a new session key.

5.2 Formal Threat Assessment

In this section, we first briefly describe the random oracle model [100], and then dis-
cuss the security of our protocol in terms of using private keys using this model. The foun-
dations of the random oracle model are formed by the Real-Or-Random (ROR), which is a
widely recognized model-based formal security analysis paradigm.
5.2.1 Random Oracle Model

The Random Oracle Model (ROR) is used to determine whether a security proto-
col/framework includes the required security feature. The adversary not only monitors

all communications exchanged, but also communicates with the participants, according to
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this model. A game and an adversary A are defined using this technique via a probabilistic
polynomial-time (PPT) run against the proposed user authentication protocol in time t.
There are three network participants: Fog Server, Vehicle, and RSU. The ROR model is
useful and may be utilized by participants, even the adversary .A. The game starts when
queries are accessible .A. Thus A takes a random bit £ and asks multiple queries to the
participant. The output of these queries should be consistent. After the game is over, A

compares the estimated k" and wins the game when k" = k.

Game 0 Toward the beginning of this game, the adversary .A randomly picks the random

bit b and then attempts to execute the actual attack. In this game, we have,

Adv"" (t) = |2Adv e, — 1 (5.1)

Game 1 In this game, the adversary may listen in on all messages. However, without a
private session key, eavesdropping has no effect. As a result, the chance of Game 1 is the

same as the likelihood of Game 0.

Auth _ Auth
AdvA,Gamq - AdvA,Gameo (52)

Game 2 A uses hash and send queries to illustrate an active attack while simultaneously
tricking the participant into believing the messages being delivered are real. Then, A
runs Send queries several times until a collision is identified. Because each message is

calculated using a secret and random number, no collision occurs.
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Game 3 In this game, the adversary listens in on genuine participants’ conversations and
attempts to gain the actual session key using the info gathered. These session keys are
generated with secret keys that the adversary is not aware of. Given the computational
difficulty of the Elliptic Curve Discrete Logarithm Problem (ECDLP), validation becomes

difficult. Therefore, we get,

Advf\jg}(;meg - Advf\?éﬁmeg S AdvflCDLP (53)

Finally, the adversary A has to guess the bit b after the execution and simulation of all

games and queries.

1
Auth
AdUA,G’ameg = 5

By using equations 5.1, 5.2 and 5.3, we obtain,

1 u v 1 u 1
EAdvfl = |Adv.ﬁ,é’;meo - §| - |Adv.ﬁ,é};mel - §| (54)

5.3 Performance Evaluation

In this section, we assess the effectiveness of our proposed method. To simulate the
proposed approach, we used the publicly available Omnet++ simulator with integrated
tools such as Veins and Sumo. The simulation was run on an Ubuntu 18.04 LTS operating
system with simulation tools installed, and the IEEE 802.11p wireless protocol was em-
ployed for communication between vehicles and RSUs. We considered vehicle mobility as

well as network traffic congestion in our simulation analysis. Furthermore, the simulation
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research included vehicle scalability in the RSU zone.

We established three scenarios to see how scalable our strategy is as the number of
vehicles in RSU zones grows. A fog server manages IoV device registration and authenti-
cation in each RSU zone (i.e. RSU and vehicle). The network traffic and congestion will

rise as the number of vehicles in each RSU zone increases.

1. Scenario 1: We have 5 RSUs and 50 vehicles in this scenario, which are grouped into
5 RSU zones. Each RSU zone has 10 vehicles that connect with the RSU and a fog

Server.

2. Scenario 2: In this scenario, we have 5 RSUs and 100 vehicles separated into 10 RSU

zones. Each RSU zone has 20 vehicles that connect with the RSU and a fog server.

3. Scenario 3: In this scenario, we have 5 RSUs and 150 vehicles, which are divided into
5 RSU zones. Each RSU zone has 30 vehicles that connect with the RSU and a fog

SErver.

Furthermore, the transmission cost of an authentication mechanism should be as min-
imal as possible. As network traffic grows, the chance of further packets being lost due
to congestion grows as well. In each of the three scenarios, this might result in a delay
in vehicle registration and authentication, a high rate of network throughput, and a high
rate of packet loss. Furthermore, we contrast the use of inherited elliptic curve cryptog-
raphy (ECC) (160-bit one-way cryptographic hash function) with the standard 1024-bit
RSA [101]. ECC offers the same level of security as 1024-bit RSA while keeping communi-
cation overheads to a minimum. The results of the simulation study are discussed in the

following subsections.
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5.3.1 Network Throughput

It is defined as the number of bits sent per unit time and is an important statistic for
measuring the efficiency of a protocol. The proposed scheme’s network throughput (in
bits per second (bps)) for the three scenarios is depicted in Figure 13. As the number of
vehicles increased from scenario 1 to scenario 2, and then from scenario 2 to scenario 3,
more messages were exchanged, increasing throughput. We can observe that our solution

(with inherited ECC hash algorithm) performed better in terms of throughput.

7007w Our method (using ECC)

mmm Standard 1024-bit RSA
600 -

Throughput (bps)

=

o

o
I

o
1

Scenario 1 Scenario 2 Scenario 3

Figure 13: The plots show the simulation results of three different scenarios. The bars
compare the results of using ECC-based one-way cryptographic function with standard
1024-bit RSA when implemented in our method. The results are compared while measur-
ing the network throughput of both methods.
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5.3.2 End-to-End Delay

It is defined as the average time it takes for communications to reach a specified desti-
nation from a given source. The time necessary for authentication followed by the estab-
lishment of session keys between communication parties by sending and receiving mes-
sages, is the end-to-end delay in an authentication protocol, such as the proposed method.
For such key generation and authentication methods, the end-to-end delay should be as
short as possible. We showed the end-to-end delay for the proposed system in Fig 14 for
the three scenarios. Similar to network throughput, as the number of vehicles increases,
so does the value of end-to-end latency since the protocol requires more messages to be
sent between RSU/fog and vehicles. Using our proposed scheme performed better with
ECC cryptographic hash function.
5.3.3 Rate of Packet Loss

It is also a critical network performance metric, defined as the amount of packet losses
per unit time. In a reliable authentication technique, the rate of packet loss should be
maintained to a minimal. The packet loss rates for the proposed method are depicted in
Figure 15 for the three scenarios. Increased vehicle traffic will almost likely result in higher
packet loss rates, as congestion causes more messages to be lost during transmission. Be-
cause ECC has less communication cost, the packet loss rate is lower than when employing
1024-bit RSA.
5.3.4 Results Discussion

The proposed PKI-based authentication technique was simulated using three different

scenarios, each with 5 RSU zones and 10, 20, and 30 vehicles in the RSU zones, respec-
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Figure 14: The plots show the simulation results of three different scenarios. The bars
compare the results of using ECC-based one-way cryptographic function with standard
1024-bit RSA when implemented in our method. The results are compared while measur-
ing the end-to-end delay of both methods.

tively. The end-to-end delay increased as more messages were sent while simulating with
a larger number of vehicles. When the network becomes congested, the rate of packet
loss increases as well. Because the communication overhead was kept low, our approach
proved effective. For elliptic curve cryptography (ECC) and virtual identification, we em-
ploy 160-bits. We also take 128 bits for the random number, nonce, and secret key, as well
as 32 bits for the timestamp. The bits in the I'; and I'; groups are 320 and 512, respectively.
As a consequence of the reduced amount of message exchanges during the registration

and authentication phases, our system would perform better in a large-scale network.
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Figure 15: The plots show the simulation results of three different scenarios. The bars
compare the results of using ECC-based one-way cryptographic function with standard
1024-bit RSA when implemented in our method. The results are compared while measur-
ing the rate of packet loss of both methods.

5.4 Chapter Contributions

IoV devices work over an insecure channel, and thus, authentication is undoubtedly
needed. To address problems during secure communication between IoV devices, in this
chapter, we presented a novel lightweight and fog-based authentication key creation tech-
nique in the IoV environment. For safe communication between RSU and vehicles in an
RSU zone, our proposed authentication scheme involves the creation of a mutual authen-
tication session key. Scalability, authentication, secrecy, and integrity were all recognized
as desirable security criteria in the proposed architecture. Moreover, our method uses a

pseudonym mechanism to prevent any association with the actual information. Finally, the
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network performance of our PKI-based authentication was evaluated using the Omnet+ +

simulation tool. the main contribution of the chapters were:

1. Our proposed method leverages fog computing in conjunction with IoV to enhance

transportation safety while also securing the flow of data generated by vehicles.

2. Our proposed method makes use of lightweight algorithms to offer efficient and se-

cure authentication for IoV devices.

3. The proposed method uses a pseudonym mechanism to prevent any association with
the actual information. This mechanism prevents attackers from figuring out the real

identities of IoV devices (i.e., RSUs and vehicles).
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CHAPTER 6 A PRIVACY PRESERVING-BASED AND TRUST-BASED
IOV-FOG ENVIRONMENT

In this chapter, we discuss the privacy preservation technique along with ensuring trust
between the cloud and the block sub-system. We employ these techniques in the IoV-
Fog environment using Federated Learning (FL) and blockchain technologies. In IoV, the
attached OBUs in the vehicles may effectively assist edge or fog nodes in collecting lo-
cally sensed data and extracting local knowledge. Using machine-learning techniques on
resource-intensive fog nodes, vehicles can learn not only about the road condition but also
their surroundings [102]. Therefore, we use FL to train machine learning models on both
vehicles and fog nodes. Our approach aims to offload part of the training process to the
fog nodes because vehicles in the IoV environment have limited computational power and

storage capacity. We'll start with our framework’s FL. method, which is as follows.

6.1 Federated Learning

In FL, it is not required that the resource-full fog nodes upload their training data to the
cloud, but it only trains locally and uploads the updated model parameters cooperatively
to enhance the global model. Therefore, FL ensures and protects the privacy of vehi-
cles’ private data. Moreover, we presented a lightweight authentication and registration
scheme for safe communication between roadside units (RSU) and vehicles in a fog-based
IoV environment in Chapter 5. Therefore, private data from the vehicles may be safely
transmitted and utilized to train a machine learning model on a fog node leveraging FL. In
the situation that the network is unavailable, the models may be trained on the vehicles.

Furthermore, single point of failure and privacy leakage is an issue with traditional cen-

tralized systems that rely on a trusted third party [103]. Therefore, we choose honest (i.e.,
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reliable) vehicles based on reputation evaluation, which guarantees knowledge reliability.
The reputation method takes into account several characteristics, including the degree of
honesty, accuracy, and communication punctuality. As a result, not only is network usage
reduced by relying solely on honest vehicle data (or model) uploads, but the global trained
model in FL also provides significantly more accurate predictions.

Table 2: Notations and their description

Notation | Description
V] =X | X number of vehicles in set V/
Z A set of RSU zones
F A set of Fog nodes
D Available data to all vehicles
n Local model learning rate
m Minors (participants)
All coins divided among the
v participants
I} Coins
FF Favorable feedback
AF Adverse feedback
oI Honesty Impact due to
£E favorable feedback
"I Honesty Impact due to
AF adverse feedback
Al Accuracy Impact
Rep, Reputation of a vehicle v

6.1.1 Federated Learning in the Perception and Fog Layers

Traditional machine learning models are trained on data that is stored in centralized
data centers. In FL, data is distributed over many nodes to train machine learning mod-
els. Since IoV data is sensitive to privacy, FL uses a decentralized approach to conduct
machine learning in order to protect data privacy while still maintaining the accuracy and
performance of the machine learning model. The workflow for employing FL in IoV is that

each vehicle v; € V uses its own data set ¢, € D to train a local machine learning model
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F Lioeq, called FL-local-learned model. The local training on vehicles is only allowed when
the network is unavailable or signal strength is insufficient to transmit training data to
a fog node F; € F on time. When the network is available, vehicles also communicate
their trained F'L;,.,, models to fog nodes through RSU, as shown in Fig. 7. Subsequently,
the fog nodes update their local models and upload them to the cloud-based centralized
model for aggregating through blockchain. As a result, the centralized cloud trains a FL-
global-learned model, whereas, in the perception and fog layers, FL prevents a single point
of failure. Moreover, the notations we used for modeling are listed in Table 2. The main

goal of using FL is to minimize the following objective function, mathematically [104]:

min f (w),
| X

s.t f(w)zEka(w)a
k=1

where D is the total amount of data, divided by the number of vehicles |V| = X, in
the IoV system. Using the trained model with parameters w, f;(w) is the loss function on
seen examples, i.e., [ (z;; y;; w). We also know that each vehicle uses its own local data set

er € D in FL. The objective function may be stated as:

X
win £ (w) = 5 37 57 fiw) 6.1)
i—1 jeex

Furthermore, we assume that the IoV data available for each vehicle is often non-
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representative of the whole distribution because it only reflects the vehicle observation.
Furthermore, since FL is a decentralized architecture, the Federated Aggregation algorithm
is used to optimize models in vehicles and the cloud. Each vehicle performs a stochastic
gradient descent step (i.e., at time t) on the local data available. Mathematically, each

vehicle updates the model parameters as:

J
Wy, < W — Ny,

st ;= Vfi(w),

where 7 is the model learning rate (hyperparameter). Therefore, each vehicle repeat
the process of model updates for x times. The server combines all gradients and adjusts

the global model per round p as follows:

1 X
Wopr < w, =05 >, D Vi(w) (6.2)

=1 jeek
We can see that the performance of the global model is improved by factors such as «
iterations of applying gradient descent for each vehicle v € V for FL-local-learned model,

and p rounds to update FL-global-learned model.
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6.2 The Reputation Scheme

The fog nodes receive data or model parameters from the vehicles to update their FL-
local-learned model. Fog nodes serve RSU zones, and they are often hesitant of receiving
model updates (or training data) from vehicles that are known for spreading misleading
data. For example, the authors in [105] use a poison attack to evaluate the quality of a
local model that may normally be aggregated to the global model. When a vehicle shares
favorable feedback (FF) with a fog node, FL-global-learned model’s accuracy ultimately im-
proves, while the vehicle’s reputation improves at the same time. adverse feedback (AF)
on the other hand, will result in a loss of reputation. A vehicle with a bad reputation is
not allowed to participate in further training of the FL-local-learned model. The reputation
model in this study takes into account the interaction of vehicles with fog nodes. We’ll pre-
sume that v and f refer to a vehicle and a fog node, respectively. A fog node f determines
reputation based on the following characteristics while communicating with a vehicle v.
6.2.1 Honesty Impact (HI)

To achieve a high HI between vehicles and fog nodes, there must be more interactions
and hence more FF. Moreover, HI is divided into two categories, which is based on the
frequency of interactions (i.e., FF and AF) to share model parameters or training data, and

is computed as:

T
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Hlyzp, .= , (6.4)

where T, r represents the total number of interactions between a vehicle v and a fog node
f. In addition, Trr and T4 are the favorable and adverse interactions, respectively.
6.2.2 Accuracy Impact (Al)

Another element that influences reputation is the extent to which model accuracy im-
proves. Let’s say the global model loss before and after the k" interaction between a
vehicle v and a fog node f is represented as Ly, and Ly, ,, respectively. Next, the Al

can be calculated as:

Ly — Ly
—logy |1+ Loy = Liotyes) (6.5)

Al
ku<—>f Lk;—l

The updated model is beneficial when the global model loss decreases after the k'h
interaction, i.e., Ly, < Ly1,,.,. As aresult, Al . > 0, with the value of Al in-
creases as the loss decreases. If the loss increases, however, then Al . < 0. Furthermore,
Aly,,,, = 0 when the uploaded parameters have no influence on the global model. There-

fore, we can categorize the contribution as favorable or adverse. Mathematically,

_ _ <LFFk1/<—}f — LFkalqu)-
AIFF’Cqu = lng 1+ LFF s (66)
k=1, ¢
_ _ (LAFkqu — LAFk71VHf> -
AL, =logs |1+ i , 6.7)
kilqu

where AIFFkUHf > (0 and AIAFkny < 0.
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6.2.3 Reputation of a Vehicle
The reputation of a vehicle is established by its interaction with a fog node in terms of
the degree of honesty and accuracy level, taking into account the aforementioned factors

(HI and AI). Mathematically, the reputation of a vehicle v is:

R@pu = H[FFuefA[FFk,,Hf + HIAFquAIAFkVHf (68)

In E.q 6.8, we can see that two characteristics (Al and HI) are combined to determine a
vehicle’s reputation. Furthermore, to calculate the reputation values of all vehicles in the
IoV network, we consider the maximum reputation as, Rep,.,, such that v € [1,V], f €

max

[1, F]. Also, we define a reputation threshold as, € - Rep,..s, such that ¢ € [0,1). The
reputation vehicles that are above the present threshold are trusted to take part in the
training of FL-local-learned model. The value of ¢ can be dynamically adjusted to meet
model training requirements. The higher the value of ¢, the higher the requirement for

model accuracy, and the more rounds are required to make the global model’s loss fulfill

specified criteria.

6.3 Performance Evaluation

This section describes the performance evaluation of our approach, which is based
on FL, blockchain and reputation scheme. We start with evaluating the reputation-based
scheme (described in Section 6.2) in terms of ML performance using FL, and then we

examine the security and efficiency of the blockchain.
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6.3.1 Experimental Setup

We utilized the MNIST dataset to test the reputation scheme, which has 60, 000 training
and 10,000 testing images of handwritten digits [106]. The dataset is divided into 100
Tranches, each of which is assigned to 100 vehicles. The vehicles configured to deliver the
training data to the fog nodes when the signals were good. They were also opt to train
the FL-Local-Learned model themselves if the network signal strength is poor. For the ML,
a CNN model was used as the FL-Local-Learned model. The blockchain consortium’s leader
adds local models to the chain, which the cloud collects and analyzes to create a FL-Global-
Learned model. The performance of the global model on the test set is then evaluated by

the cloud, as shown in Fig. 16.

Training set «<——— MNIST Data set ———> Testing set

: l

Training set Global FL Model is
divided into 100 updated on the
trenches cloud and tested
Train FL Local on the Test Set
Model on the Fog
Y A T

The trenches are
assigned to
vehicles (100).

Local FL Model
Updates are added
to Blockchain

Yes

Train FL Local
model on vehicles

Figure 16: Flowchart showing the simulation steps using Federated Learning and
Blockchain.
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6.3.2 The Effectiveness of the Reputation Scheme Under FL

We evaluate the accuracy of the global model, with respect to 50 FL rounds to update
the model parameters, with and without the reputation scheme. The accuracy of the global
model, under a fixed threshold (¢ = 0.45), is used to compare the performance of our
approach with and without the reputation scheme. This threshold is the optimal number
determined after a series of experiments to obtain a compromise between the accuracy
and convergence speed. Also, by setting ¢ = 0, the FL process continues without taking the
reputation into account. The model incorporating reputation evaluation obtained greater
accuracy, as shown in Figure 17. When there are more reputable vehicles participating,
high accuracy is obtained. This is owing to the fact that when there are more reputable
vehicles participating, the model is thoroughly learned. However, when there were 30
vehicles, the model took more time to convergence, which was keeping the model accuracy
rate lower.
6.3.3 The Effectiveness of Rewarding Vehicles

The reputation of a vehicle is directly affected by how they are rewarded. In the exper-
iments, we take into account the following parameters. We suppose that every vehicle’s
initial reward value is 0.45, which is the "¢" threshold value. Equation 6.8 is used to deter-
mine the initial reward value, in which the two factors (Al and HI) are given equal weights
and calculated as 1. Furthermore, each global epoch updates the initial reward value of
the vehicles. In this experiment, we compare the results of vehicles achieving rewards in

four distinct scenarios as follows:

1. Vehicle without using the reputation scheme.



82

1.0 A
0.8
>
O
E 0.6 A
-
9
|®)
< 0.4
)’*‘ i
F —&— reputed vehicles = 30
0.2 ¢ 3 —&— reputed vehicles = 60
",* =—»— reputed vehicles = 100
=+ vehicles (without reputation) = 100
0 10 20 30 40 50

FL Rounds

Figure 17: The global model’s accuracy with varied numbers of vehicles under reputation
and non-reputation schemes.

2. Vehicle always using the reputation scheme with no malicious activity.
3. A vehicle using reputation scheme, but performing a poisoning attack at epoch 1.

4. Avehicle using reputation scheme, but performing a poisoning attack at epoch 0 and 3.

The vehicles that do not use the reputation scheme will always have the initial reward
of 0.45 in each global epoch, as shown in Fig. 18. We can observe that if a vehicle is
not rewarded, its value remains constant. When the reputation scheme is used, however,
the reward value of honest vehicles whose model updates are approved increases as the
number of global epochs increases. If a vehicle’s update is deemed a threat (i.e., poisoning

attack), it will not be aggregated to the global model and will be assigned a reward value



83

equal to 0. This will take some time for the vehicle to build its reputation, which is getting

more awards (depending on its honesty), in order for its updates to be accepted for the

global model.

6.3.4

Reward Value
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Figure 18: Rewarding reputed and malicious vehicles.

The Effectiveness of Blockchain

We used blockchain to maintain trust between fog nodes, the cloud, and the vehicles

as they interact and exchange model updates. To evaluate the efficiency of blockchain, we

created a scenario that compares the performance of the blockchain we constructed with

transactions that do not use blockchain.

Table 3 shows the simulation results for packet overhead. Blockchain’s encryption and

hashing impose a small packet overhead. However, our implementation of blockchain, in
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which miners compete for the leader for all types of transactions, has lowered total packet
overhead and ensured trust.

In addition, the time overhead on the blockchain is calculated from the time a transac-
tion is received by the miner/leader until the requester receives a response. We can see in
Table 3 that the time it takes to conduct a transaction using our approach is comparable to
without utilizing blockchain. As a result, employing approach to guarantee trust between

fog nodes and the cloud can be fast with more efficient than the system without using

blockchain.

Table 3: Packet overhead with or without using blockchain

Packet Transac- WETES Packet UETEEES
overhead | tion Packe action overhead tion
. . overhead | Dura- . Duration
Flow of Packet | without Duration . . with our .
BC without BAEn B tl(?n method i G
(Bytes) BC (sec) (Bytes) with BC (Bytes) method
(sec) (sec)
From a fog
node to 8 3 18 5 12 3
blockchain
From
blockchainto | 8 2 42 6 29 2
the cloud
From the cloud
to the 8 3 18 5 12 3
blockchain

6.4 Chapter Contributions

In this Chapter, we presented FL and blockchain-based method for IoV environment us-
ing fog computing and reputation scheme. Our method adapt to the large-scale vehicular
networks while providing a secure and reliable sharing of knowledge. In the perception

layer of the IoV, vehicles data is securely shared to the fog nodes for local model training in
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case of good network connection. When the network is unavailable, local models are used
to train on vehicles. A reputation scheme ensures that only honest vehicles are allowed to
share the training data, therefore, minimizing the risk of data set poisoning attack. The
blockchain layer is responsible to ensure the cloud and vehicles trust each other when the
updates are shared with the cloud and the global learned model is used by vehicles for
inference. Our experimental study shows the effectiveness of the FL and reputation meth-
ods. Furthermore, experiments shows that the time it takes to perform a transaction using
blockchain in our method is fast enough for IoV environment. As a result, the blockchain
is efficient in terms of both processing time and ensuring trust. The key contributions of

this chapter were:

1. Given the high dynamic environment and local data available to vehicles in IoV,
our method explores the learning of global model using FL in conjunction with fog
computing. The benefits of both fog computing and FL are utilized to overcome the

latency and learning of global model.

2. Our method is based on a reputation scheme that rewards honest vehicles, which

improves the accuracy of the global learned model.

3. Our method utilizes blockchain technology to ensure trust when local learned model

updates are shared with the cloud.
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CHAPTER 7 CONCLUSION

The Intelligent Transportation System (ITS) is a decentralized system that connects
several services to create unified solutions, such as sophisticated traffic control systems.
The advantages of ITS over traditional centralized systems are safety, availability, and de-
pendability. The Internet-of-Things (IoT), on the other hand, helps to improve resource
efficiency in computing systems by connecting to virtual resources in the cloud. The in-
tegration of ITS with IoT results in the Internet-of-Vehicles (IoV), which enables real-time
data exchange to create a safe and reliable transportation system. In addition, the benefits
of TIoV include decreased costs owing to the use of resource-efficient cloud computing, as
well as greater safety due to accurate and timely traffic reports. However, with the IoV,
relying too much on cloud computing (i.e., real-time applications) can lead to issues like
poor quality-of-service (QoS) and extended end-to-end delays (also known as latency). As
a result, vehicular fog computing (VFC), which merges the IoV perception layer with a fog
computing layer, can be utilized to reduce latency.

Fog computing provides compute and storage services at the network’s edge. It con-
nects the capabilities of cloud computing with those of IoT devices. This thesis proposed
a framework that allows information processing, machine learning, and registration of ve-
hicles in the fog nodes. However, the resources available in the fog computing layer are
limited, which requires an effective strategy to allocate them to tasks originating from the
vehicles. In other words. a load balancer was employed in our framework, which uses
underlying technology such as SDN. We used an RL-based algorithm at the SDN controller

to efficiently allocate tasks to fog nodes in order to distribute traffic. While fog nodes can
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provide real-time computing and networking services to IoV vehicles, SDN-based switches
that are connected to the SDN controller are responsible for delivering real-time network
status reports to the controller. The controller keeps track of the network topology from a
logical and high-level perspective. This is necessary for load balancing to be carried out in
order to minimize latency and make optimal use of the fog nodes’ resources. In Section 4.2,
we carried out extensive experiments that demonstrated that our framework is capable of
avoiding network congestion, minimizing latency, and efficiently utilizing resources.
Furthermore, in this thesis, we demonstrated how fog computing combined with IoV
improves traffic safety while also securing the flow of data created by vehicles. We in-
troduced a lightweight method for IoV device authentication that is both efficient and
secure. Authenticating the IoV devices is required as they work over an insecure channel.
The verified and authorized device may then connect with other trustworthy entities in its
proximity via secure communication channels, ensuring that even if a hostile entity infil-
trates the channel, they will not be able to decode and steal data from other devices in the
system. Therefore, we introduces a reliable, cost-effective, and distributed authentication
system for IoV networks using fog computing. The cloud, fog servers, and RSU zone are
the three main components in the proposed system architecture. Vehicles are end-devices
that are equipped with a number of sensors that create data and send it to RSUs. The three
main components are used to register [oV devices securely and mutually authenticate them
before they may communicate. Furthermore, we showed that our proposed authentication
scheme can withstand threats such as Man-in-the-middle Attack, Privilege Insider Attack,
Impersonation Attack, and Known key attack. Also, we carried-out and discussed formal

threat assessment of our authentication scheme using Random Oracle Model (ROR). Our
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simulation results concluded that in a large scale network, our scheme would show bet-
ter results, due to the reduced number of message exchanges during the registration and
authentication phases.

In addition, this thesis proposed a method for training machine learning models locally
on vehicles and fog servers using federated learning (FL). The intuition behind using FL
is to preserve the privacy of critical vehicle data such as location, driver’s identity, and
so on. The FL approach for model training, on the other hand, is sensitive to model poi-
soning attacks and the risks of data leakage on a fog computing server hosted by a third
party. We employed blockchain to address this, which has gained widespread use due
to its secure, anonymous, and decentralized trust features. Furthermore, we employ a
reputation-based technique to further ensure the credibility of information acquired as a
result of model training. The reputation approach considers a number of factors, including
degree of honesty, accuracy, and communication timeliness. As a result of relying entirely
on honest vehicle data (or model) uploads, not only is network use minimized, but the
global trained model in FL also gives substantially more accurate predictions. Nonethe-
less, the overall compute cost of completing the blockchain consensus process is reduced.
Our fog computing and reputation scheme-based FL and blockchain-based approach for
IoV environments adapts to large-scale vehicular networks while offering safe and trust-
worthy knowledge sharing. Vehicle data is safely exchanged with fog nodes for local model
training in the IoV’s perception layer. Our experimental study shows the effectiveness of

the FL and reputation methods.
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The development of intelligent transportation systems (ITS) is aided by the advent of
Internet-of-Vehicles (IoV), which is a decentralized network that allows connected vehicles
and vehicular ad hoc networks to share data (VANETs). However, today’s [oV networks
face a number of challenges, including effective resource utilization, security and privacy,
trust, information irregularity, etc. In addition, IoV applications have a wide range of
Quality-of-Service (QoS) requirements, making it difficult to develop an efficient solution
to deal with big data in IoV. Furthermore, the solution should be scalable and extendable,
as well as lightweight and cost-effective to maintain. By outsourcing computationally-
intensive operations to nearby situated fog nodes, fog computing tackles the fundamental
weakness of centralized data processing in cloud computing. Furthermore, as the number
of vehicles using the IoV architecture expands, new challenges and requirements emerge,
such as scalability, resource efficiency, and secure communication.

In this research work, we look at load balancing, secure communication, privacy preser-

vation, and trustworthy communication in SDN-enabled and fog-based IoV networks. Us-
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ing reinforcement learning (RL) approaches, our propose a framework that efficiently dis-
tribute tasks in the fog-to-fog and vehicles-to-fog layers. Furthermore, since vehicle data
is private and sensitive, further vigilance is required. Authentication of communicating
devices is one example of a data security approach. Authentication is used to safeguard
data transferred through public channels. Many protocols have been created; nevertheless,
typical authentication methods cannot be readily applied to situations that need minimal
latency. They'’re also ineffectual for two reasons: first, they can’t keep up with the expand-
ing volume of data collected, and second, they’re vulnerable to cyber-attacks. As a result,
we attempt to propose a viable solution that is totally resilient and solves the aforemen-
tioned issues in this work. We created a lightweight, fog-based authentication mechanism
to protect data from IoV devices during transmission. Our method provides low communi-
cation costs while meeting high security requirements. Finally, we evaluate and compare
the performance of our technique in terms of network parameters including throughput,
end-to-end latency, and packet loss rate.

In addition, when private data is exchanged among fog nodes, privacy concerns arise,
limiting the usefulness of IoV systems. We propose a Federated Learning-based (FL) and
Blockchain-based system for privacy preservation in IoV to address this challenge. Tradi-
tional machine learning algorithms are not well suited for distributed and highly dynamic
systems like IoV since they train on data with local features. As a result, FL is used to
train the global model while preserving the privacy. In addition, our strategy is built on a
reputation scheme that evaluates the reliability of vehicles participating in the FL training
process. Furthermore, our solution makes use of blockchain technology to ensure trust

across numerous communication nodes. All transactions, for example, take place on the
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blockchain when local learned model updates from vehicles and fog nodes are shared with
the cloud to update the global learnt model. As a result of allowing reputable vehicles
to update the global model, our proposed method improves the global model’s accuracy,

according to the results of our experimental study.
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