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CHAPTER 1: INTRODUCTION

1.1 Background: User Engagement in Online Systems

User engagement has emerged as the engine driving online business growth. Facebook has pay incentives tied to engagement and growth metrics [119]. Leading corporations are turning to recommender systems as the tool of choice in the business of maximizing engagement. LinkedIn reported a 40% higher email response with the introduction of a new recommender system [81]. At Amazon 35% of sales originate from recommendations, while at YouTube 60% of the clicks on the home screen are on the recommendations [3]. Netflix reports that ‘75% of what people watch is from some sort of recommendation’ [81].

Overall engagement with ecommerce and social media platforms has been uneven at best. As of August 2020, user engagement with Twitter has soared 78% while Facebook has declined by 9% compared to 2018 [165]. With email, the engagement trend has been downward in the ten-year period from 2010 to 2019, even as user growth is projected to reach 4.6 billion by 2025 [134]. However, despite this downward trend, leading brands are turning to email as the medium of choice for reaching and engaging with customers [118]. A recent study shows that 81% of small and medium-sized businesses (SMBs) now rely primarily on email for customer acquisition and retention [54].

The quest for effective methods and tools to maximize user engagement has intensified. With the goal of boosting engagement across all digital touchpoints, researchers and practitioners see personalization as a primary way to achieve this objective [76]. Several approaches have been used to personalize the messages delivered to users at various stages of the customer journey, considering their interests, preferences, behavior, and profiles [111]. Personalized news
recommendation and online advertisements have been a staple for years [69]. On ecommerce platforms, recommender systems deliver personalized pages based on users’ search, navigation, and purchase histories. Similarly, on social media such as Facebook and Instagram, advertisements are dynamically served to individual users based, not only on their personal likes, comments, and posts, but also by taking into account the engagement behavior of similar others [148].

While machine learning methods have traditionally been used to build recommender systems with the twin objective of delivering personalized content and boosting user engagement, there is a heavy price to pay in terms of the amount of data that current algorithms expect [41], and the huge “state” (refers to the state of the relationship with the individual user, including past history) and “action” spaces (refers to the set of actions available for engagement) required [49]. Even small-scale recommender systems are characterized by high-dimensional state and action spaces [41], which can present serious computational challenges for traditional algorithms [49, 72, 184]. The choice of available algorithms is limited to those that can learn from large, previously collected datasets, and have so far not been successful at addressing most practical real-world problem settings because of the steep cost of data acquisition in a live setting [17].

1.2 Research Problem

The purpose of this study is to deepen our knowledge on the personalization of persuasive requests to increase their impact on user engagement in a data-efficient real-world setting. The main research question addressed by this thesis is: “To what extent can a learning agent be used to personalize a persuasive request for maximum user engagement in a data-efficient setting?” The question is addressed in two parts. The first part of this thesis is focused on questions concerning the effect of “social influence” principles on user engagement [147]:
1. How can a user’s susceptibility to social influence principles be learned over a short campaign life cycle?

2. Can a user’s response to influence principles be measured and subsequently exploited to increase her level of engagement with future messages?

Based on the knowledge gained about the impact of social influence principles on user engagement behavior, few more questions arise:

1. How do we apply a learning algorithm in the personalization of a persuasive request in a data-efficient setting, given the constraint of short campaigns and product life cycles?

2. How do we reduce the state space given that many practical real-world problems have large and continuous state and action spaces?

3. Should users be sorted and characterized explicitly within the state space or would a universal policy be sufficient for all categories/segments of users?

This research is focused on personalizing message delivery to individual users. Building on the idea of users’ predisposition to respond to specific social influence principles of persuasion, we explore how email messages could be customized to individual users to maximize engagement. While the concept of personalizing user experience through item recommendation is already well-established in ecommerce, online advertising and social media, a review of current practices shows that tailoring the means of persuasive attempts to user responses has been largely neglected [90, 13, 87]. Unlike the aforementioned domains where vast datasets have been accumulated over long time periods, the settings and scope of email campaigns can vary widely from short campaigns with short product life cycles to campaigns extending over longer periods featuring a variety of products and services. To further complicate matters, many offers might require brand new campaigns in as little as seven days, making offline training much more challenging.
Focusing on small to medium-sized ecommerce enterprises, our problem setting features a small user base, and short-term campaigns promoting products with short sales cycles using email messages. Typical of commercial practice, each campaign starts off as new and typically lasts from seven to thirty days. We leverage a hybrid approach, combining domain knowledge of social influence strategies with data-driven techniques of deep learning to design and present the offers to the user. Personalization of persuasive requests is structured as a “sequential decision-making” problem. Traditionally, the most effective method for solving such problems is through Markov Decision Processes (MDP). Due to the short, uneven duration of some marketing campaigns coupled with observed variability in the engagement behavior of users, the MDP “model” underlying the campaign is unknown and must be learned from available data. Reinforcement Learning (RL), a technique within the broader domain of machine learning, is a proven method for learning effective policies in a sequential decision-making setting. For our purpose, we use Q-learning, one of the most popular reinforcement learning algorithms [178].

In the standard RL framework, an agent learns to properly interact with the environment to maximize the expected total return. Since reinforcement learning can consider long-term reward, it holds the promise of improving users’ long-term engagement with any online platform [109]. RL has recorded some successes in a few highly publicized domains, particularly on research problems with high dimensionality and rich environmental data. However, much of the research advances are hard to leverage in real-world systems [79, 50].

In this research we propose a model-free and off-policy Deep RL method, which can train with limited training datasets. Learning convergence is achieved by lowering the discount factor within the algorithm. To reduce the dimensionality of the state space, an aggregation scheme known as the exponential weighted moving average (EMA) is employed. With the underlying
intuition that individual users have a predisposition to respond to different social influence principles, and while their responses may change over time, their observed behavior when presented with a persuasive request could be strongly predictive of future engagement behavior [3, 90].

The first part of this thesis – the insight generation section – is focused on heuristically leveraging the principles of persuasion in specific use cases aimed at increasing aggregate customer engagement value during three real-world marketing campaigns, without the benefit of RL agents. The second part proceeds to design, train and deploy a Deep Q-Network (DQN) agent in a non-stationary environment characterized with limited datasets and short iterations within episodes [50]. The DQN approximates the state-action value function through a deep neural network. The method typically requires many episodes and a large amount of data to converge. However, in this study, agent interaction with the environment is limited. The dataset is not truly representative of the actual state space, as a result the agent suffers from high estimation variance. To reduce this variance and ensure that the Q value does not get too large, a penalty term is added to TD error for training the DQN. A reduced Q value is ideal for short trajectory lengths and improves efficiency where only limited interactions with the environment is possible, in line with recent studies [7]. This novel approach is presented in the methodology section of this thesis in which persuasive interventions are designed, implemented, and applied to identify the persuasion principle(s) most likely to increase user response and engagement with the next campaign message.

1.3 Outline

Figure 1.1 shows a graphical overview of the thesis structure. Chapter 1 gives a background of the problem that is addressed and states the contribution of this thesis. Chapter 2 describes the
current state of user engagement with various online messaging channels, highlighting the psychological foundations, and reviewing the streams of literature relevant to digital behavior. These two chapters together provide an overview of the current state of user engagement and the various approaches employed for incremental gains. Chapter 3 – *insight generation* – reports on several experimental studies which explore the impact on customer engagement value across user groups under repeated exposure to different persuasion principles and suggests the need to personalize influence attempts at the individual user level. Chapter 4 presents a generalized Deep RL algorithm, implements simulation studies to measure the performance of the algorithm, and conducts a real-world case study using a live marketing campaign to demonstrate its ability to significantly increase the level of user engagement, compared with the performance of a human expert and a randomly generated control. In Chapter 5, implications of the current findings, especially on systems designed to maximize user engagement with online messaging channels, are discussed.

![Graphical representation of thesis structure showing the progression from heuristic insight generation studies to RL methodology](image)

**1.4 Key Contributions**

The overall aim of this thesis is to advance the design of successful persuasive technologies by introducing a data-efficient method to personalize the means by which a persuasive message is presented to the user. The study adds to the current literature by extending our understanding of
human click behavior, enhancing the methods used to understand and capture these behaviors, and advancing technology.

1.4.1 Contributions to our Understanding of Human Click Behavior

There are certain behaviors that are universal for all human beings, one of these being our tendency to respond to psychological principles of persuasion to varying degrees [92, 61, 35, 140]. The next, and possibly more significant behavior, is the seemingly effortless manner in which people can reach important conclusions and make accurate decisions based on limited data [6]. Unlike most data-driven systems that rely on mountains of data to predict likely customer choices and preferences, our study draws from decades of studies on human behavior to guide the design and training of the algorithm in its task of recommending a candidate from a catalog of persuasion principles to drive higher user engagement. The findings of this study could help motivate a shift from an obsessive focus on large-scale, data-hungry systems to making more effective use of “thin slices” of behavioral data in combination with data-driven methods. This hybrid approach is becoming a subject of growing interest, especially for systems designers targeted at optimizing user engagement with small to medium businesses (SMBs), who sometimes lack the critical data infrastructure for current algorithms to work successfully.

1.4.2 Contributions to Methodology

Most online persuasion and personalization attempts to increase user engagement are by-and-large based on the examination of effects over a group of people. While these average effects are often of interest to researchers and practitioners, they are not necessarily a good summary of the effect of influence processes on individual users. This thesis presents a novel use of deep reinforcement learning paradigm in a limited data setting to learn each individual level response to persuasive appeals, with the goal of subsequently using this knowledge to target the right
principle to the right user for maximum engagement. Our methodology shows that design of an efficient state space representation is a critical success factor in reducing complexity, and avoiding the problem of large, dynamic state space, which poses serious issues for traditional RL algorithms. This thesis contributes to the studies that deal with RL on real world systems and, in particular, focus on improving sample efficiency.

1.4.3 Contributions to Technology

As a final contribution, this thesis details the refinements we made to achieve convergence by lowering the discount factor, as a guide to implementers of deep learning algorithm. Specifically, we show by proof of theorem that for the traditional DQN algorithm to handle sparse environment’s data efficiently, the discount factor must be reduced. This is in line with current research thinking [7]. Moreover, we identify and present the hyperparameters with the most impact on algorithm performance to aid designers tasked with optimizing user engagement across all digital touchpoints.
CHAPTER 2: RELATED WORK

In attempting to lay a solid foundation for the design of systems to maximize user engagement, researchers often turn to the social sciences that study “persuasion”, most notably psychology [92, 61, 35, 140]. A vast array of persuasion principles has been utilized to nudge and influence users to deepen their engagement with online messages, content, ads, apps, products, and platforms, ranging from six principles [34] to forty strategies [61], to sixty-four groups [92], and up to a hundred distinct tactics [140]. The effectiveness of applying persuasion principles to boost engagement has been demonstrated in ecommerce [90], in health and wellness [34, 147], and in social media [152] among others.

In the now-famous 2007 “Facebook Class”, psychologist BJ Fogg pushed his students to design and launch apps at break-neck speed using the Fogg Behavior Model. At the end of the 10-week academic term, the applications built by the students had engaged over 16 million users on Facebook. A few weeks after class ended, the total number of engaged users had grown to 24 million. One graduate later redesigned his class app and subsequently cofounded Instagram, the photo-oriented social sharing platform acquired by Facebook in 2012 for a billion dollars [34, 153].

2.1 Persuasion, Engagement and Recommenders

Fogg defined persuasion as a non-coercive attempt to change attitudes or behaviors and proposed “hot triggers” – recommendations that link immediately to desired outcomes [62, 164]. The Fogg behavioral model, which identifies and defines the factors that drive user engagement behavior, traces its roots to classical influence models and theories such as theory of motivation [116], cognitive dissonance [57], attribution theory [73], expectancy theory [175], operant
conditioning [161], social cognitive theory [10], heuristic-systematic model [28], the elaboration likelihood model [132], transtheoretical model / stages of change [133, 110], resistance & persuasion [94], theory of reasoned action / planned behavior [59], and self-determination theory [146].

2.2 Universal Principles of Influence

Prof. Cialdini [35, 34, 36] posits that the power of persuasion techniques is governed by six fundamental psychological principles that direct all human behavior. Correctly applying these principles enables individuals to influence others, induce compliance, and ultimately lead people into agreement and engagement. Multiple implementations of these principles or strategies in both laboratory and field experiments have resulted in more product purchases [64], higher sales [123], and increased product ratings [191]. The six principles include authority, consensus (social proof), commitment and consistency, liking, reciprocity and scarcity.

According to the authority principle, people are inclined to follow recommendations and suggestions originating from authority figures such as doctors, teachers, coaches, etc. as demonstrated in classical social influence experiments [55, 17, 34]. Individuals tend to feel an obligation to comply with those who are in real or perceived authority positions. Consensus (or social proof) holds that individuals view a behavior as correct in a given situation to the degree that they see others performing it. Such individuals who observe multiple others manifesting a particular belief or behavior are more likely to believe and behave similarly [49, 35, 54, 66]. The consistency and commitment principle refers to people’s desire to act consistently in line with their actions in the past [34] as a way to minimize cognitive dissonance [57], even if they had merely declared their intentions publicly [47]. Once we make a choice or take a stand, we will encounter personal and interpersonal pressures to behave consistently with that commitment [60].
With the *liking* principle, individuals prefer to comply with requests made by those they know and like. When a request is made by someone we like, we are more inclined to act accordingly [34], especially if there is perceived interpersonal similarity [75, 63]. Individuals prefer to comply with requests made by those they know and like.

Where people are inclined to repay a favor, or feel indebted to others in any way, they tend to comply with persuasive requests to even out the score [68, 35]. According to this rule or norm, one “should try to repay”, in kind, what another person has provided us. This is the principle of *reciprocity* in action. Finally, *scarcity*, whether real or assumed, affects people’s attitudes favorably and increases the chance of purchase [179, 78, 82, 123]. According to this principle, opportunities seem more valuable when they are less available. Scarcity induces compliance in large part because it threatens our freedom of choice ("if I do not act now, I will lose the opportunity to do so") [87]. Many studies draw upon classical research on social influence to explain the profound effect of scarcity on user engagement, such as reactance theory [18], personal equity theory [158], and commodity theory [20], which states that scarce products are more highly desirable because the possession of such products engenders feelings of personal uniqueness or distinctiveness. Some or all these universal principles are currently deployed in the design of persuasive platforms [88, 148].

Another related area of work is in behavioral economics, the study of how psychology – thoughts and emotions – influences and affects economic decision-making. Nobel Prize-winning research defining cognitive biases, heuristics, and prospect theory [84], ergonomics [151], bounded rationality and satisficing [160], nudge theory and decision making [172] have recently become a key component in the design of persuasion and engagement platforms.
User engagement is operationalized through a combination of persuasive technologies and recommender systems. While persuasive technology defines a system designed to change attitudes or behaviors of the users through persuasion and social influence, a recommender system refers to a system which automatically selects personally relevant product or information for users based on their preferences [141, 2]. Whereas persuasive technologies came out of Silicon Valley in the 1990s, recommender systems emerged from information filtering research and nudges from behavioral economics [65, 138, 162].

2.3 Traditional Recommender Systems

Increasingly, the difference between persuasive technologies and recommender systems is blurring, with users more likely to experience and engage with recommender systems as “persuasion platforms” [35]. The systems have been credited with boosting engagement in all dimensions, whether measured as explicit feedback such as ratings, reviews, likes, or implicitly with clicks, product searches or website visits. Conventional recommendation methods can be grouped into three categories. Content-based methods [77, 95, 127] are focused on the user profile, and built around historical activity such as likes (on Facebook), keyword searches (on Google), clicks and visits to product pages and websites. The recommender selects items that are more similar to the user’s profile and historical preferences. It can capture the specific interests of a user and recommend niche items that very few other users are interested in but has limited ability to expand beyond users’ interest.

In contrast, collaborative filtering (CF) methods [1, 115, 136] usually make predictions by utilizing the preferences of similar users. Among other disadvantages, the standard matrix factorization approach widely used in CF applications suffer from the “cold start problem”, where a new item that has not yet been rated cannot be recommended. Hybrid methods [43, 104, 108]
combine the advantages of the two groups of methods using a variety of models such as
factorization machines, which merges matrix factorization with regression [136], and neural
collaborative filtering, which contains a framework for learning the functional relationship
modeled by matrix factorization with a neural network [70]. With the recent extension and
integration of previous models, new deep learning models such as DeepFM, Wide and Deep,
Facebook’s DLRM have shown much superior performance than all three previous categories due
to the capability to simultaneously learn high and low-order feature interactions [70, 29, 125].

2.4 Reinforcement Learning Based Recommender Systems

There is a growing body of work focused on applying reinforcement learning (RL) to the
recommender problem. As a result, RL has recently achieved impressive milestones in such areas
as news recommendation [190], 2018), online advertising [26, 188], and YouTube
recommendation [31]. RL seeks to build software agents that interact with an environment to
maximize some notion of long-term reward. One stream of research formalizes the
recommendation problem as a “multi-armed bandit” (MAB), in its simplest form, a model for the
exploration/exploitation trade-off [173], where the agent needs to balance trying out actions to
learn their associated rewards and selecting only those actions that lead to high rewards [169, 177,
185, 102]. Beyond the simplistic bandit, the contextual multi-armed bandit (cMAB) has access to
additional information, the context, which might influence the reward associated with certain
actions [103, 171, 105]. There is further research combining bandits with matrix factorization [27]
for the purpose of modeling more complex reward functions and user/item relationships.

Beyond contextual bandits, there is even more substantial research interest in Markov
Decision Processes (MDP), a classical formalization of sequential decision making which is a
mathematically idealized form of the reinforcement learning problem. In contrast to the bandit-
based methods, MDP-based methods not only capture the reward of current iteration, but also the potential reward in the future iteration [124, 112, 189].

Researchers approach RL methods from two perspectives: *model-based* or *model-free*. Algorithms which explicitly learn system models and use them to solve MDP problems, are model-based methods. They include popular algorithms such as the Dyna [167], Prioritized Sweeping [124], Q-iteration [25], Policy Gradient (PG) [180], and the variation of PG [13, 85]. The model-free methods ignore the model and instead focus on figuring out the value functions directly from the interaction with the environment. Some examples include Q-learning [98], SARSA [145], LSPI [100], and Actor-Critic [96].

RL algorithms which first find the optimal value functions and then extract optimal policies are “value iteration” methods, such as Dyna, Q-learning, SARSA, and DQN [120]. The alternative approaches are policy search methods which solve MDP problems by directly searching in the space of policies, such as “policy iteration” (PI) algorithms [113, 13, 115, 45]. There are a series of algorithms, which use the PI to search in the policy space, and at the same time estimate a value function. The important class of these methods are Actor-Critic (AC) and its variations [96, 126, 45, 130, 131, 15].

Deep neural networks provide rich representations that enable many RL algorithms to perform effectively. However, it was previously thought that the combination of RL algorithms with deep neural networks was fundamentally unstable. Therefore, a variety of solutions have been proposed to stabilize the algorithm [135, 120, 122, 71, 154]. These approaches are based on the idea that the sequence of observed data encountered by the agent, though non-stationary, is strongly correlated with the updates. By storing the agent’s data in an experience replay memory, the data can be batched [135, 154] or randomly sampled [120, 122, 71] from different time-steps.
Aggregating over memory in this way reduces non-stationarity and decorrelates updates, but at the same time limits the methods to “off-policy” reinforcement learning algorithms.

Deep RL algorithms have achieved unprecedented success in challenging settings, but with several drawbacks, among them high-dimensional state and action spaces. Recommender systems deal with large state and action spaces, and this is particularly exacerbated in industrial settings. The set of items available to recommend is non-stationary and new items are brought into the system constantly, resulting in an ever-growing action space with new items having even sparser feedback. Further, user preferences over these items are shifting all the time, resulting in continuously evolving user states. There are several recent works focused on addressing these challenges [41]. Dulac-Arnold et al. present a solution based on generating a vector for a candidate action and then performing nearest neighbor search to find the closest real action available [17]. Zahavy et al. uses a contextual bandit to eliminate irrelevant actions [16]. Osband et al. learns an ensemble of Q-networks and applies Thompson Sampling to drive exploration and improve sample efficiency [126]. Finn et al. addresses sample efficiency by using “few-shot” learning to learn about tasks within a distribution, quickly adapting to solve a new in-distribution task not previously seen [58]. Another approach to improving sample efficiency is to learn ensembles of transition models and use various sampling strategies from those models to drive exploration [74, 33, 24].

Although RL and Deep RL have been successfully applied to many recommender problems, the algorithms only converge when large training datasets are available. There is growing research focus on sample-efficient (a.k.a. data-efficient) exploration and the use of augmented data. Unlike much of the current research, our study requires an algorithm to be both sample-efficient and performant in its operation. While an MDP framework with continuous state is proposed, an exponential moving average (EMA) scheme is used to capture the information on
state and action over time and to reduce dimensionality of the state space. In contrast to most recommender systems which only suggest items to users, this study focuses on how to frame the message to each user with the right persuasion principle to elicit maximum engagement, irrespective of the end goal.

Current recommender systems have access to large volumes of historical data amassed over long time periods, unlike our setting which features short campaign cycles of a few weeks’ duration, traffic fresh from a social media ad campaign, with no prior historical data on user preferences. Therefore, the policy is hard to learn. Different from the literature, we propose a novel model-free and off-policy Deep RL, which can be trained and deployed in a data-efficient manner. Given this constraint, we turn to the idea of “thin slices” of data, as proposed by Ambady and Rosenthal [6]. In their landmark study, they showed that much inference is possible just by observing “thin slices” of nonverbal behavior (in this case user engagement behavior). Curhan and Pentland [42] applied the idea in a simulated employment negotiation scenario. They found that certain engagement features within the first five minutes of negotiation were predictive of the overall negotiation outcome in the end. Other researchers [129] have demonstrated that thin slices of data can be used to observe a short window of behavior to achieve prediction comparable to observing the entire data stream. It is proposed the same idea applied to user click data in ecommerce engagement settings could be predictive of future engagement behavior.
CHAPTER 3: HEURISTIC APPLICATION OF PERSUASION PRINCIPLES TO INCREASE USER ENGAGEMENT: INSIGHT GENERATION FROM LIVING LAB TRIALS

Online communities provide an ideal platform for researchers to investigate user engagement as well as social mechanisms related to behavior and decision-making in a rich variety of contexts [44]. At the intersection of data and the social sciences lies the potential to enrich our knowledge of individuals, groups, and societies with an unprecedented breadth, depth, and scale [101, 51, 64]. “Living Labs” enable the ability to capture and analyze many facets and dimension of human behavior, communication, and social interaction among members of a target community. They facilitate interventions in the community, with the opportunity to precisely measure their effect – both through implicit means (automatic sensors, clicks) and explicit assessment (e.g., questionnaire, surveys) of individuals and collectives [18, 86, 147, 88, 89].

Although some theoretical discussions differ on the actual definition of a Living Lab, most authors agree that it is a way to involve end-users in innovative research, over a longer period of time, using a combination of different research methods [156]. Living Labs use the participation of end-users to gain better insights into the possibilities and restrictions of innovations [155]. They have steadily grown in value because of the digital revolution and the increased tendency of researchers to extend the research processes beyond the limitations of the closed laboratories toward the highly dynamic environment of "real life" [39]. Long regarded as environments that enable experimentation with real users in their natural contexts, the concept originated from MIT's Media Lab, where it was initially used to observe the living patterns of users in smart homes [144]. There is now an emerging trend to expand the concept to include online research activities, and to enhance innovation, usability of information technology and its applications in the society [14].

Established on four core elements: (1) being a research and development process of
innovation, (2) being a collaboration between multiple stakeholders, (3) taking place in a real-life setting, (4) involving users as co-creators, Living Labs have been applied to develop and test different concepts and innovations in co-creation with users [46]. The methodology delivers a new way of structuring research through validation and testing in real-life contexts. While some emphasize the social innovation aspects of Living Labs [156], other researchers argue that Living Labs, whether physical or virtual, whether social or technical, ultimately help to collaborate for creation, prototyping, validating, and testing of new technologies, services, products, and systems that better meet user needs. The methodology offers a socio-technical infrastructure to support user-centric innovation processes, deliver collaborative platforms where researchers, practitioners and users work together to generate solutions that are rooted in the settings of daily life practices [144]. Given that social innovations often feature open and ill-structured problems, the Living Labs methodology offers a promising alternative to linear and closed modes of problem solving, thus facilitating user-centric and user-driven practices in real-life contexts [14].

An important element in Living Lab research is the study of user engagement with a technology or prototype in their natural environment early in the innovation process and at later stages. Field trials, which can be defined as “tests of technical and other aspects of a new concept, product or service in a limited, but real-life environment” are a method to stimulate the interaction between the technology and users in their real-life environment [8]. Whereas early Living Lab field trials took place in special laboratories, and second-generation Living Labs conducted field trials in a real-world use context, in relatively uncontrolled settings outside of the laboratory, latest generation Living Labs increasingly incorporate major online components [150, 11, 106].

Field trials are one of several approaches to discover and understand how technologies are being used in the wild, with all the socio-technological parameters present [93]. The goal is to explore
the users’ understanding, practices, and eventual engagement with the system. Different data collection methods usually implemented include data and sensor logging, interviews, observations, or user reports [22]. The degree of user engagement can provide insights into the effect of social influence on choice, motivation, and behavior of individuals as well as groups.

In this chapter we use three field trials to explore the relationship between user engagement signals and the persuasion principles applied to boost or strengthen them within an online community. In this context, user engagement, primarily measured through clicks, has been construed as providing word of mouth, comments, blog posts, customer ratings and reviews for a product or brand [174]. To facilitate continuous improvement of the offerings presented, users contribute resources such as content, knowledge, skills, and time, recommendations, referrals and many other behaviors influencing the firm and its brands [48]. Users can express their opinion, offer suggestions, post comments, co-create value, collaborate in the innovation process, and become endogenous to the firm [16]. Researchers suggest that user engagement encompass behaviors through which users can make voluntary contributions that have a brand or firm focus but go beyond what is fundamental to the transaction [80].

The literature on the usage of persuasion-based strategies to increase user engagement has been growing. Several works have explored the design space and the application of machine learning to personalize and tailor messages as a way of boosting engagement in such diverse areas as marketing, healthcare, and ecommerce. To address the problems of declining engagement and low adherence, Paredes et al. [159] applied reinforcement learning to recommend stress coping interventions tailored to individual users. Online personalized news recommendation is another active research area where personalization has been used to increase engagement [77, 95, 81, 1, 29]. Study shows that if personalized persuasion principles were embedded in email messages,
overall engagement with such messages would be enhanced [90, 86, 147, 88], which is the primary focus of this paper.

Our approach is aimed at boosting total user engagement value within a cohort of online customers through a strategy that allows a human agent to intuitively apply persuasion principles at periodic intervals. As digital markets continue to grow, many businesses are challenged by declining customer engagement, with quantifiable negative impact on revenues and profitability. However, 85% of marketers still see email as a successful channel for achieving the business objectives of customer acquisition, conversion, and retention [139]. To explore user engagement our framework relies on embedding persuasion principles in email messages to cohorts of users in a Living Lab setting. This insights generation chapter studies the aggregate increase in responses to social influence strategies. The chapter uses a selection of the social influence strategies, as suggested by a human agent based on heuristics, to investigate the effects of increased user engagement on the revenues of an online bookstore. This set of experiments is an attempt to use persuasion principles to boost engagement beyond "open rates" and "click-through rates" to deeper levels of engagement, as evidenced by users taking further, more definitive action e.g., posting a comment, or purchasing a product [99]. Leveraging three studies, this chapter examines the size of the aggregate impact of persuasion strategies, and the stability of these signals over time. All three studies present selections made by a human agent using a heuristic technique to produce solutions that though not optimal are nevertheless sufficient given the setting. Based on the responses, a broad measure of the effectiveness of each strategy can be obtained, thus setting the stage for a RL agent to make recommendations at the individual user level in the next chapter.

Previous works have proposed persuasion-based systems as a means of optimizing the persuasive appeal and user engagement metrics among various cohorts from students to online
shoppers [90, 86, 147, 88, 89]. However, these studies have been conducted in a one-off setting, without the depth of engagement that can occur with field trials conducted in a Living Lab setting. Ståhlbröst et al. distinguish four aspects that influence user engagement in Living Lab processes and more specifically in online communities. The first aspect is the process itself, which includes the timing and the implementation of the research activity. An unfamiliar process can give users the feeling that the study is not sufficiently related to their daily experience. On the other hand, a run-of-the-mill implementation can demotivate test users, and decreasing their willingness to engage and to provide feedback. A second aspect is the (Living Lab) community, which includes the participants, the presence of a facilitator, the possibility to getting rewarded, if only emotionally, and the extent to which users are motivated to participate in the community. A third aspect is the quality, timeliness, and appeal of the content. The fourth and final aspect is the platform, which needs to support, store, monitor and motivate its operations [166].

When looking at the practical organization of field trials, several barriers must be considered. First, participants can adapt their behavior according to what they consider to be important information. Second, social relations can influence the results of a field trial, for example, innovative participants can stimulate other participants to engage. Third, the design of the trial and the way in which the trial is being presented to participants can influence the level of participation. With these barriers in mind, Brown et al. argue that researchers should act as participants instead of controlling the field trial [22].

From a tactical standpoint, user engagement must take into account both explicit and implicit perspectives such as purchases (and post-purchase behavior in the form of posting reviews, feedback and ideas for improvements), knowledge sharing (e.g. sharing experience with others), and co-developing behaviors (e.g., ideas for new products)[80, 99]. Based on a satisficing
heuristic [84, 172], we conduct three field trials to evaluate the engagement signals within the Living Lab. The proposed scheme is practical and can be operationalized in small to medium businesses (SMB) without significant changes to their current messaging practices.

3.1 Contributions

This work allows us to make the following contributions:

1. We present a Social Innovation Living Lab (SILL) for capturing and analyzing the engagement behavior within a SMB-affiliated online community. This structure necessarily incorporates persuasive appeals that boost many dimensions of user engagement beyond just the clicks such as purchases, reviews, and knowledge sharing. Without assuming that all users will respond similarly to persuasive appeals, our approach relies upon the core motives model of social influence for strategy implementation. Our heuristics selection technique successfully increases engagement in two separate field trials. Though these results may not be optimal given the relative lack of rigorous analysis, nevertheless, the results may be deemed sufficient for SMBs looking for a practical method to increase user engagement.

2. We characterize the benefits of employing a persuasion-based messaging scheme under various combinations of long/short campaign duration, number of messages sent, and number of persuasion principles per message. We demonstrate that a longer campaign period may not necessarily lead to higher user engagement but could very well result in overall lower engagement. Experimental trials featuring more than one persuasion principle per message appear to be more effective, yielding up to 37% higher informational and transactional value, accompanied by a 50% reduction in campaign time. We also attempted to quantify the impact of each additional persuasion principle on the observed increase of user response and engagement.
Key insights resulting from our study are the following: 1) Online businesses challenged by declining user engagement could potentially look to persuasion-based messaging to reverse the trend, 2) Careful selection and application of persuasion principles in business communication at the appropriate stages of the customer journey can help cultivate a positive association, reduce uncertainty, and motivate action that results in higher user engagement, 3) Conducting persuasion-based messaging and intervention in an online community setting can help determine which principle could potentially lead to higher engagement, 4) The heuristic approach to persuasion-based messaging is inherently low-risk, requires little to no additional infrastructural investments, and can be productionized within days without disruption to existing systems, 5) Benefits can be realized even in the absence of highly accurate or optimized processes in place, 6) Proposed persuasion-based methodology can potentially sustain, as well as increase, user activity, interest and participation, and 7) This study lays the groundwork and gives added impetus to the need to optimize the strategy selection process by designing a message selection recommender system that takes into account each user’s predisposition to respond to specific persuasion principles, in contrast to the mass application of the same principle to all users in the cohort.

3.2 Field Testing within Living Labs

3.2.1 Methodology

This research is based on the high-level framework proposed by Coorevits et al. [40]. Composed of four quadrants along two axes: degree of realism (high vs. low) and phase in the Living Lab project (early vs. late), four “archetypes” of field tests emerge as shown in Figure 3.1 below.
Figure 2: The four types of field tests in living labs (Source: Coorevits et al, 2018)

Several studies to validate and fine-tune the framework have been performed using qualitative multiple illustrative case study. Defined as “an empirical inquiry that investigates a contemporary phenomenon within its real-life context [157], case study research has been used to analyze more than 100 living lab projects to identify these four archetypical field tests, and to establish guidelines for best practices [12]. Out of these cases, four field tests have been identified that best matched the four archetypes including: 1) concept field test, which help identify the user’s problem in the early stages of new product development, 2) mock-up tests, designed to gather information about the nature of the interaction and test it before the functional model is built, 3) pilot field test, focused on testing the entire system with a subset of users in real-life conditions and can be perceived as the dry-run test of the innovation, and 4) Go2market field test, which is mostly used to validate the innovation concept when the maturity is at a higher level. In this quadrant, the focus is on questions relating to product-market fit, willingness-to-pay, engagement, retention, growth, go-to-market strategies, and scaling. Go2market field tests are characterized by a high degree of realism, interactivity, and a large sample size.

The living lab field tests in this study fall under the fourth archetype, and exhibit the following characteristics:
1. **Large-scale and open**: It includes a larger group of test users and everyone who qualifies can participate. This larger group of test users is needed to get a statistical validation of the proposed innovation, potential future roadmap based on adoption potential per target group, and to operationalize the willingness to pay.

2. **Limited to no guidance**: The main focus is to ensure the process can withstand the highly dynamic contextual requirements which sometimes act as a driver or barrier to engagement and, therefore, the test should be as natural as possible, featuring limited involvement of the researchers, with limited-to-no guidelines given to the users regarding how to engage. This also implies the test is less intrusive for the user.

3. **Quantitative**: As the focus is on validation and larger user groups are involved, the methods used will be more quantitative in nature. Questions about “what” and “how many” will be answered during these field tests. Log data from the system and measurements (implicitly and non-intrusively) will take place at several time intervals or when certain events take place to learn about how users behave, their attitudes, and their suggestions for future improvements.

### 3.2.2 Living Lab Setting & Observations

This section briefly introduces the operations of a Living Lab associated with an online bookstore by analyzing data gathered during three marketing campaigns spanning multiple years (January 12, 2017 - March 31, 2018), involving 9,205 anonymized subscribers generating 122,491 engagement signals. Table 1 summarizes the user engagement data over the 3 campaigns. During each campaign, which lasted between 30 and 90 days, users received one message per day. The messages were short (250 to 400 words), embedded with 1 to 2 of Cialdini’s universal principles of persuasion, and delivered via permission-based email to each user's inbox daily at 12:00 A.M.
EST. Deeper, non-traditional metrics of engagement such as replies, ratings, comments, and purchases were preferred over traditional email metrics of opens and clicks.

Starting January 2017, we initiated a Living Lab study conducted with users who had opted in to access further content after placing an order. All members of the community are customers of Beyond Books Publishing, an online retailer of bundled books and programs focused on wellness and behavior change. It offers a curated selection of bestselling books with a unique selling proposition: ordering a featured book during the campaign period comes with an entry pass to a membership site where additional bonuses can be accessed. Such bonuses often include podcasts featuring the book authors, lively discussion forums, and extra chapters that did not make it into publication.

Membership confers status on the users similar to having a backstage pass into a concert. It effectively functions both as an engagement device and an opportunity to offer other merchandise at discounted prices once inside the forum. Each user voluntarily filled out an opt-in form after purchasing a featured item from the Beyond Books website or directly from Amazon (Figure 3.2a, b). Out of nearly 10,000 subscribers, approximately a quarter opt-in to participate in each marketing campaign. The “residence” has a vibrant community life and many virtual ties of friendship between its members who do not share personally identifiable information and have never met in real life. However, they are bonded by a shared passion – holistic wellness and motivational literature. We shall refer to this online residence as the “Virtual Friends and Family” community.

Messages were delivered to users through email. For the baseline campaign, the messages were composed and sent without persuasion principles. Over a 90-day period the messages were sent daily for the purpose of motivating and persuading the subscribers to order the featured
product and opt-in to access the membership area. Given that users could engage at any time during the course of the campaign, order the item and obtain the entry pass, the context was completely natural.

Figure 3: Beyond Books website with featured book

Figure 4: Amazon Storefront with featured book
The messages were composed and delivered using one of three commercially available email service providers – Aweber, Kajabi and Mailchimp. The goal was to start off with a long, customer focused engagement campaign to learn, adapt, and establish a baseline for future field trials scheduled to be conducted in a much more compressed timeframe. A skeletal version of an agile email marketing model was used to build out the entire campaign of 100 messages within a two-week period (Figure 5).

Figure 5: Agile email marketing model (Source: Litmus)
The baseline campaign ran over a much longer period to generate sufficient data to identify and strengthen the weakest links in the Ability Chain, which is made up of five links: time, money, physical effort, mental effort, and routine (Figure 3.4). A new study suggests that the most engaged users would be willing to spend time, money, mental and physical effort, and participate in routine activities [68]. Users most willing to perform a complicated series of steps in order to get or achieve something invariably turn out to be the most active and engaged.

![Ability Chain of User Engagement](image)

**Figure 6: Ability chain of user engagement (Source: BJ Fogg, 2020)**

During this Living Lab, three different field trials were conducted. Field trial #1 was the baseline case launched in January 2017. Email messages were sent to a list of 9,025 subscribers who had previously opted in to receive short updates and summaries on the latest catalog of motivational and wellness publications, along with reader commentaries from around the world. Each message included a link to an offer to: 1) order the book from Amazon or the company’s website, 2) sign up to a members-only forum for extra bonuses, podcasts and free access to experts, fans and hobbyists focused on implementing the ideas expressed in the books. Though users were pre-qualified to join the forum after their order was processed, they were also required to explicitly fill out a double opt-in form. The double opt-in added an additional step to the email subscription
process, requiring the user to verify their email address and confirm interest. By using a double opt-in confirmation method, the chance of spam addresses in the subscriber list was greatly reduced. Email messages were broadcast daily to motivate engagement with the content and with other users in the Living Lab. An icon, or avatar, was used to represent the users in all online discussions without personally identifiable information being disclosed. Through the daily email messages users were encouraged to participate in discussion threads, question-and-answer sessions, webinars, reviews, and to take advantage of other discounted products offered exclusively to members. During the first field trial, which ran for a period of 90 days, 100 email messages were sent, 1,524 users opted in (a 16% response), and 28,102 engagement signals were recorded. The messages were sent with plain subject lines, and without any persuasion principles embedded. A baseline was established against which subsequent trials could be measured.

The Living Lab field trial #2 introduced the persuasion principle of consensus (social proof) into the subject lines of all messages. Campaign duration was reduced from 90 days to 40 days. The message count was cut in half from 100 to 50 emails. 2,730 users opted in (representing a 30% response) and generated 44,189 engagement activities. Living Lab field trial #3 focused on further reducing both the message count and the campaign duration, while adding a secondary persuasion principle (scarcity). This trial ran for the shortest period of just 30 days and featured the least message count (30). 50,200 engagement signals were generated by 2,950 opt-in users, representing a 32% response).

Field trial #3 examined the effects of using multiple influence principles to support a single appeal as opposed to the selection of one specific strategy. The problem of the simultaneous presentation of multiple influence strategies to support a single appeal has been understudied but is valuable to designers of persuasive systems. Only within the marketing literature have serious
attempts been made to address this question but the results are not conclusive. Barry and Shapiro find that using multiple social influence principles can produce adverse effects and hurt compliance [12]. Thus, when a single influence principle is used, it seems more effective than using multiple principles. Falbe and Yukl however arrive at a different conclusion from observing multiple human-to-human persuasion attempts within a company setting: they show that managers who are flexible and use multiple persuasion tactics on the same target to support a single appeal are generally more successful than those sticking to a single tactic [56]. These existing studies are however correlational and thus they do not provide causal evidence. Field trial #3 sets out to experimentally test the effects of multiple persuasion strategies versus a single strategy (field trial #2). Table 1 summarizes the results.

<table>
<thead>
<tr>
<th></th>
<th>Baseline 1</th>
<th>Field trial 2</th>
<th>Field trial 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Campaign period (days)</td>
<td>90</td>
<td>40</td>
<td>30</td>
</tr>
<tr>
<td>Message count (daily)</td>
<td>100</td>
<td>50</td>
<td>30</td>
</tr>
<tr>
<td>CEV (money)</td>
<td>1,524</td>
<td>2,730</td>
<td>2,950</td>
</tr>
<tr>
<td>CIV (effort)</td>
<td>28,102</td>
<td>44,189</td>
<td>50,200</td>
</tr>
<tr>
<td>Conversion rate</td>
<td>16%</td>
<td>30%</td>
<td>32%</td>
</tr>
</tbody>
</table>

Table 1: Summary of user engagement data during field trials

This study involved a relatively different subject population when compared to previous studies such as colleagues and co-workers [8], undergraduates [10] and young couples [11]. The Virtual Friends and Family community includes a much more diverse and heterogenous subject pool and provides a unique perspective into a user group that has not been traditionally studied in a Living Lab setting – online customers united by a shared passion.

Within the Living Lab approach, some of the challenges faced by researchers include finding motivated long-term users [83] and generating a critical mass of activity to keep them
engaged throughout the trial [97]. One of the reasons that participants were recruited from an existing customer pool was to implicitly activate the influence principle of consistency and commitment, which suggests that people’s desire to act consistently in line with their actions in the past would most likely attract only committed and passionate users [28, 30, 62, 66].

3.3 Discussion and Conclusion

This study was performed using a comparative case study analysis of three Living Lab field trials. Throughout the study engagement, activities of the users were measured implicitly and anonymously, without the need for questionnaires, surveys, or data tracking tools such as sensors and mobile phones. The main critiques of this method are a lack of scientific rigor, the unstable basis for (scientific) generalization and the difficulty of analyzing huge amounts of data coming from different sources. This study was aimed at generating insights on the possible effect of persuasion principles on engagement within a cohort of users involved in online field trials, instead of aspiring to rigorous statistical generalization. The study touches on many aspects of user engagement from clicks to purchases to community behavior in response to selected principles of persuasion.

To reverse the trend of declining user engagement being experienced by SMBs, with its negative impact on sales, profit, and growth, we propose the incorporation of persuasion principles in their email marketing messages to both prospects and customers alike. The proposed implementation does not require any major modifications to their marketing and transactional messages. Our results suggest that embedding certain principles of persuasion in campaign emails can significantly increase user engagement for an online business (and have a positive impact on revenues) without putting pressure on marketing or advertising budgets. During the study, the store had a customer retention rate of 76% and sales grew by a half-million dollars from the three field
trials combined. The results led the store to implement the persuasion-based messaging strategy in its natural health vitamins and supplements store. The company is also planning to experiment with a more personalized strategy designed to target the users at the individual level with different persuasion principles. The personalized messaging approach can be studied for further operationalization.

First, given the dynamic nature of the online environment characterized by ever-diminishing attention spans, users still appear to respond to influence principles of persuasion when judiciously applied to email campaign messages. While one persuasion principle embedded in the subject line can lead to a significant increase in user engagement, a second principle in the message body can reinforce and boost it even further.

Second, persuasion-based user engagement can enable desirable customer behavior by driving customer loyalty. For instance, when users are given an opportunity to engage with similar others, they tend to be more willing to purchase more products and participate in future events, thus boosting the customer retention rate. In the Living Lab, we see that social influence principles can have observed effects on personal choice and behavior. Once people are embedded in a social fabric (in this case virtual), individual decision-making ceases to be performed in a vacuum. This provides a strong case for social proof in action, which should be harnessed to design social mechanisms that would support positive and desired behavior change. In this setting, the principle of social proof can be utilized for proactively "nudging" the users in the direction of compliance to a persuasive appeal. While different settings and use cases exist, this study provides core ideas coupled with a satisficing approach that could be readily adapted for implementation even by resource challenged SMBs in the online marketplace.
Finally, even though this study is focused on using persuasion-based campaign emails to increase user engagement in an online store setting, it adds to the general body of literature investigating customer acquisition and retention channels that could benefit from higher user engagement (e.g., social, voice, and text messaging), adaptable to industries as diverse as retail, healthcare, and online advertising. Using a heuristic approach to select the principles for the next message, however, has drawbacks which could lead to sub-optimal results.

Nevertheless, insights generated from this study could form the basis for the design and implementation of a persuasion-based recommender to increase individual user engagement with email messages. Incorporating persuasion-based thinking and strategies into the implementation
of recommender systems should become a promising area of scientific research and exploration for both industry and academia.
CHAPTER 4: MAXIMIZING USER ENGAGEMENT THROUGH GENERALIZED REINFORCEMENT LEARNING

4.1 Introduction

While small to medium businesses (SMB) struggle with declining clickthrough rates (CTR) leading to overall lower user engagement, large technology brands have witnessed increasingly higher user engagement through the deployment of complex recommender systems. These systems have been credited with driving higher user engagement, sometimes considered as a proxy for customer retention, as well as other measurable business value such as higher sales and revenues, higher click-through rates and dwell times [67, 81, 163]. For many online platforms, where high user activity has been linked to positive business results [4, 32, 91], an increase in user engagement is strongly correlated with the deployment of recommender systems.

With the introduction of recommender systems, studies have variously shown a 6% improvement in revenues at eBay, a 50% higher activity level at a music recommendation site [1], and a 35% lift in sales at an online retailer [102]. With its recommender system, Yahoo! Answers reported a 17% increase in the number of answers and a 10% increase of daily session length [179]. LinkedIn reported a 40% higher email response with the introduction of a new recommender system [180]. A set of studies found that at Netflix, the company’s personalization and recommendation service have helped to decrease customer churn by several percentage points over the years, with estimated business value of $1 billion per year [4]. Each of these successful cases invariably involves deploying complex algorithms, running A/B split tests with large sample sizes of millions of users for long periods of time, e.g., several months. Within the context of these large-scale businesses, even small changes in revenue, e.g., 0.5%, can have a significant impact on business results [183].
Figure 8: Decade-long decline in click-through rates (Source: Statista)

The motivation of this study is the search for a sample-efficient recommender for delivering personalized messages, with the potential of yielding higher user engagement benefits but without the severe implementation challenges of massive recommender systems. Our methodology will be especially useful in the context of SMBs with declining CTR as in Figure 4.1, but without the resources to deploy large, complex systems to help reverse the trend. Unlike leading technology brands, SMBs operate under enormous constraints such as insufficient data, short marketing campaign cycles, and limited technical and financial resources. Studies have shown that recommender systems, in general, are hard to leverage unless a set of practical challenges are addressed. These include the challenge of measuring the business value, algorithm choice, the pitfalls of field tests, and training offline from the fixed logs of an external behavior policy [17, 67].
While there has been significant progress in using recommenders to increase user engagement both in theory and practice, a great deal of the attention has been focused on recommending items to users. For most personalization and recommendation services, the end goal is to present items that the user is most likely to engage with, whether that be a product (Amazon), music (Spotify), movies (Netflix), videos (YouTube), or news (Google). Little attention is paid to personalizing the way, means or how of reaching this goal. Netflix recently broke with prevailing recommendation practices to embrace the how with the artwork personalization project, in which they personalize how recommendation is presented to their members. Thumbnail imagery for each viewer is personalized based on that person’s viewing habits, instead of using the most enticing image for the biggest number of users. This has delivered improvements in customer engagement metrics, resulting in overall increase in binge-worthiness [35].

This study proposes that the how instead of just the end goal be personalized to each user via messages embedded with influence principles of persuasion. Adapting the how to individual users is advocated throughout many fields that study persuasion. In this study, we emphasize the personalizing of marketing messages to individual users based on their susceptibility to distinct persuasion principles. To empirically learn a user’s susceptibility, we structure the case as a sequential decision-making problem, and propose a solution using a generalized reinforcement learning (RL) algorithm. A RL agent nominates a candidate principle to be embedded in a future message from a catalog of persuasion principles. The recommended principle is embedded in the next campaign message to the users. Message personalization and delivery is by email.

Email remains the channel of choice for customer acquisition and retention. There are over 4 billion email users worldwide, sending and receiving 3.4 billion emails per day. The number of email users is still growing, with a projected growth of 3% per year [6]. 95% percent of consumers
check their emails daily. 86% of professionals prefer to use email when communicating for business purposes. 73% of consumers named email in their top two (out of eight) in terms of preference. Stacked up against social media, 83% of consumers regard email as their preferred methods of brand communication, while one in five consumers read every email newsletter just to see if an offer is included [5, 6, 8, 9].

Email presents a unique opportunity to study user engagement given the possibility that messages could be embedded with social influence principles of persuasion and each user’s response observed and measured. In the context of this study, user engagement is formalized as a sequential decision-making problem, and modelled as a Markov Decision Process (MDP). MDPs formally describe an environment for reinforcement learning. They provide a mathematical framework for modeling decision making in situations where the outcomes are partly random and partly under the control of a decision maker. The core problem of MDPs is to find a "policy" that maximizes some notion of reward. In the reinforcement learning model, an agent faces a problem of sequential decision making under uncertainty, by repeatedly interacting with an environment with unknown dynamics and receiving the rewards as shown in Figure 4.2.

At each time step, the agent selects an action and receives a reward, and the state of the system (or environment) evolves. To maximize the cumulative reward, the agent must learn the optimal behavior, reward functions and system dynamics using the observed rewards and state transitions.
Figure 9: The reinforcement learning model (Source: Wang & Chen et al., 2017)

This must necessarily involve a trade-off between exploration and exploitation. On the one hand, it must explore different actions in various states to maintain a precise enough model of the system; on the other hand, the chosen action in a given state should be consistent with its past experience to maximize the reward.

There is no model for how the users choose to engage. They may exhibit unpredictably complex and dynamic engagement or purchasing behaviors. To determine beforehand which persuasion principle would work best for each user at a given time is a daunting and challenging task. To overcome the challenge, we propose to use a RL-based algorithm.

The goal of RL is for the agent to learn an optimal policy that maximizes the reward function or other user-provided reinforcement signal that accumulates from the immediate rewards. RL methods have been shown to be effective on a large set of simulated environments [126, 159, 105], but application to real-world problems is only now picking up speed. The two most popular classes of RL algorithms are Q-Learning and Policy Iteration. Q-learning is a type of value iteration method aimed at approximating the Q function, while Policy Iteration is a method to directly optimize in the action space. Mnih et al. proposed a Deep Q-learning Network (DQN),
which is one of the most representative algorithms in the family of value-based deep RL methods. While RL agents have achieved remarkable success in a variety of domains [188], the algorithms typically require large training data sets for convergence, making them mostly inapplicable for our application. This challenge is known as RL generalization in the literature [38, 187]. A generalized RL algorithm can train with limited data, thus achieving both sample efficiency and performance in its operation. Moreover, generalized RL algorithms can be applied in slightly different environments without any need to train the agent from scratch. In contrast, human agents have high generalized perception that performs well in unknown environments with even limited experience.

There are various studies on generalized RL. Boyan and Moore [185] proposed to select appropriate function approximate model. Another approach is to perform regularization on policy space [187]. However, none of the previous works focus on deep RL generalization. Recently Glatt, Da Silva et al. [188] proposed a framework for transfer learning in RL, but the methodology requires massive training data initially and is task dependent. The need for large amounts of data for machine learning in general, and RL in particular, makes it particularly challenging to use these methods in our setting. In a famous paper entitled, *Deep Reinforcement Learning Doesn’t Work Yet*, a Google researcher has suggested that RL has so far not worked sufficiently well in solving real-world problems [79]. Other studies acknowledge that though RL has been effective on a large set of simulated environments, actual real-world deployments have been few and far between owing to several challenges including data efficiency and high dimensional state and action spaces [17], among others.

In this study, the agent does not have the benefit of being pre-trained on a large corpus of historical data. The application is quite unique in terms of objectives and largely deals with an
audience with little or no prior knowledge. Additionally, the campaigns are relatively short, aimed at small groups yielding very limited data, precluding the luxury of learning over an extended period of time. Campaigns typically last between 7 and 30 days. Initiated with Facebook ads built to target only users most likely to respond to a “lead magnet” designed specifically for health and fitness enthusiasts and hobbyists, the marketing funnel looks like Figure 10.

![Figure 10: Lead Capture Funnel for Data-Efficient Recommender](image)

Once opted into the subscribers’ list, a welcome message with links to the promised information i.e., a free wellness report in either text or video is emailed to the user. Over the next several days, a number of email messages with embedded persuasion principles are sent to user’s inbox in an attempt to learn what persuasion strategies could possibly trigger deeper levels of engagement leading to replies, reviews, ratings and purchases. Implementation of our strategy is restricted to the subject of the email messages, in line with direct marketing studies which suggest that on the average, five times as many people read the headline as read the body copy [136].
After the welcome email, the next few messages have persuasion principles embedded in the subject lines as follows:

1. “1000s of wellness enthusiasts love the new Tiny Habits book.”
2. “Harvard’s Professor Ford recommends reading the new Tiny Habits book.”
3. “Only 48 hours left to get your signed copy of the new Tiny Habits book.”

Where the first implements the persuasion principle of consensus, the second authority, and the third scarcity. After the initialization messages which typically lasts for about 3 days, various combinations of strategies may be deployed to boost engagement and drive participation in the Living Lab. The multiple-principle subject lines are structured as follows:

4. “[Tiny Habits] 1000s participating. Only 48 hours left.”
5. “[Tiny Habits] Harvard’s Professor Ford recommends it, only 18 hours left.”
6. “[Tiny Habits] Harvard’s Professor Ford recommends it. 1000s are participating.”

Where #4 combines the persuasion strategies of consensus and scarcity, #5 combines authority and scarcity, while #6 is a combination of authority and social proof. Our learning agent has a severely limited window of opportunity to determine the near-optimal persuasion principle most likely to receive the desired click response from each individual user. Within succeeding 24 hours, before the next message broadcast, the agent delivers a list of recommendations matching users to persuasion principles similar to Table 2. A Python script reads this table, embeds the suggested principle for each user and prepares the messages for broadcast scheduling using a commercially available autoresponder email system such as Mailchimp, Aweber or Hubspot. After the messages are sent and delivered, user engagement clickstream is transmitted to the learning agent within a 24-hour period to initiate the recommender process for the next messaging cycle.
Table 2: Sample recommendation for next messaging cycle

Unlike purely data-driven recommenders, such as ecommerce and online advertisements, with virtually limitless troves of data for training and testing, the data-efficient, persuasion-based recommender in this study requires a different approach. Real-world systems are fragile and expensive enough that the data produced is costly and policy learning must necessarily be data efficient. In this setting, our offline log does not contain anywhere near the amount of data or data coverage that current algorithms expect. To address this challenge, we introduce a novel process for combining mechanistic and data-driven approaches.

Mechanistic models have served as a foundation for the study of behavior change systems for years. Such models define a socio-technical information system with behavioral outcomes designed to form, alter, or reinforce attitudes, behaviors or an act of complying without using deception or coercion [190]. However, their success has been limited by a lack of accurate inputs and precision of predictions. Data driven methods such as machine learning and deep learning, on the other hand, can overcome these limitations by examining patterns in data to produce more accurate predictions. This study proposes a means to hybridize these two methodologies by

<table>
<thead>
<tr>
<th>User</th>
<th>Persuasion Principle</th>
</tr>
</thead>
<tbody>
<tr>
<td>User1</td>
<td>Authority</td>
</tr>
<tr>
<td>User2</td>
<td>Consensus</td>
</tr>
<tr>
<td>User3</td>
<td>Scarcity</td>
</tr>
<tr>
<td>:</td>
<td>:</td>
</tr>
<tr>
<td>:</td>
<td>:</td>
</tr>
<tr>
<td>UserN</td>
<td>Reciprocity</td>
</tr>
</tbody>
</table>
combining user engagement data with domain knowledge, such as what stage of the customer journey to apply specific influence principles that would motivate engagement and lead to a lift in response as high as 2,400% (consensus), or as low as 45% (scarcity) [37].

As noted earlier, traditional RL algorithms are not that effective in handling state space complexity and large state spaces [17]. There are a number of avenues for reducing the dimensionality of the state space for RL application settings. In the context of email engagement campaigns, we are dealing with historical data in terms of strategies employed by prior messages (i.e., persuasive principles) and the complete user response/activity history. Without loss of generality, we propose an exponential weighted moving average scheme for compressing this history. This emerged as the only viable solution after years of attempting to segment the users into persuasion clusters, an approach which proved immensely difficult with our setting which features short campaign cycles coupled with extremely limited and sparse data samples. This novel approach to state space representation obviates the need for copious amounts of data for training the RL algorithms.

Overall, pairing a limited dataset with universal influence principles known to motivate people of all backgrounds and cultures to take some form of action, both online and offline, has proven indispensable in our setting where the agent needs to learn quickly, often in four interactions or less. Campaigns are of short duration, sometimes targeting brand-new prospects acquired through a wide variety of traffic sources. Each campaign is different; however, the core problem remains the same: the search for an optimal method of engagement, given the need to make decisions – every day, week or month – requiring repeated engagements until the campaign ends, with the user purchasing a product, or not engaging at all, or in the worst-case scenario, unsubscribing from the list.
The rest of this chapter is organized as follows: Section 2 describes the experimental setting, Section 3 proposes the novel Deep RL algorithm which can be trained with a limited dataset, Section 4 deals with learning and measuring the performance of proposed algorithm on a simulated dataset related to an email marketing campaign, and Section 6 discusses the results from a real-world case study used to demonstrate the performance of the developed algorithm and compare the results with a human expert and a baseline control. Finally, the research is summarized in Section 7.

4.2 The Setting

4.2.1 Building a Data-Efficient Recommender

High-performance recommenders often considered the engine driving deep user engagement for leading digital platforms have a major weakness. They share a common vulnerability that, despite their strength, could lead to their eventual downfall. They are all data hungry. In a world with near-infinite data coupled with lax data privacy rules this might not pose such a problem. However, as noted recently by Tim Cook, CEO of Apple, the first publicly traded U.S. company to hit $2 trillion in market value¹:

“Technology does not need vast troves of personal data stitched together across dozens of websites and apps in order to succeed. Advertising existed and thrived for decades without it. And we’re here today because the path of least resistance is rarely the path of wisdom.

“At a moment of rampant disinformation and conspiracy theories juiced by algorithms, we can no longer turn a blind eye to a theory of technology that says all engagement is good engagement, the longer the better. And all with the goal of collecting as much data as possible. It is long past the time to stop pretending that this approach doesn’t come with a cost.”

Tim Cook, CEO, Apple
January 28, 2021, Data Privacy Day Speech²

With our emphasis on data efficiency, this chapter demonstrates one proof of concept that might become more relevant as we envisage a future with stronger data privacy rules and regulations.

### 4.2.2. Dataset

We conduct an experiment on a mix of sampled and simulated offline dataset collected from the email server of a commercial digital publishing site and deploy our system online for two successive marketing campaigns of 7 days each. The recommendation algorithm will make a recommendation every 24 hours after an email message has been sent and user response recorded (click or no click). The subject line of the email message incorporates a distinct principle of persuasion (or a combination) selected from the six universal principles of persuasion [30]. The system is initialized with principles known to have the highest probability of eliciting a response (e.g., click-open, click-through, click-engage, click-purchase). The basic statistics for the sampled data are shown in Table 3. In the offline stage, the training data and testing data are separated by time order (the last two weeks are used for testing). During the online deployment stage, we use the offline data to pre-train the model.

To capture and analyze information of state and action over time, and to smooth out short-term fluctuations and highlight longer-term click trends, we design a state space transformation based on exponential weighted moving averages (EMA), a first-order filter that applies weighting factors which decrease exponentially. The weighting for each older data point decreases exponentially, never reaching zero.
Table 3: Statistics of the sampled dataset

For better illustration, we report below the raw click data for a sample user1 (see Table 4). At the end of day 1, we have one day history (last row). At the end of day 2, we will have two days of history (last two rows). This growing history presents a challenge; the dimensionality of the state space is increasing with each campaign day. To address this problem, without loss of generality, we recommend that the history associated with each state space variable (i.e., each column of Table 4) be compressed at the end of each campaign day using an EMA scheme with an appropriately selected discount rate ($\eta$). This ensures that the cardinality of the state space remains the same for every day of the campaign, reducing the needs for large datasets for training the RL agents. The result from the one-dimensional EMA scheme is reported in Table 5, which form the input into the RL neural network.

<table>
<thead>
<tr>
<th>Stage</th>
<th>Duration</th>
<th># of users</th>
<th># of campaigns</th>
</tr>
</thead>
<tbody>
<tr>
<td>Offline (training &amp; testing)</td>
<td>6 weeks</td>
<td>25</td>
<td>40</td>
</tr>
<tr>
<td>Online</td>
<td>2 weeks</td>
<td>150</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 4: Raw clickstream data for single user over 7-day campaign

<table>
<thead>
<tr>
<th>P1</th>
<th>P2</th>
<th>P3</th>
<th>P4</th>
<th>P5</th>
<th>P6</th>
<th>P7</th>
<th>P8</th>
<th>P9</th>
<th>Open</th>
<th>Click</th>
<th>Engage</th>
<th>Buy</th>
<th>Unsub</th>
<th>Day</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>7</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>6</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>5</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>
Table 5: Transformed EMA version of the same user data ($\eta = 0.5$)

The RL in this application is a deep neural network which, in the literature, typically consist of a set of input units, multiple hidden layers containing hidden units (also known as nodes or neurons), and a set of output unit, with connections running between those nodes as depicted in Figure 11.

![A Deep Neural Network Architecture](Source: Marcus, G., 2018)

4.3 Problem Definition

We define our problem as follows:
When a new campaign email is about to be sent, our RL agent is going to recommend a persuasion principle to be included in the message. The user receives that email message and responds in the form of clicks. These users and their responses constitute the environment while the algorithm is tasked with nominating a candidate action from a catalog of persuasion principles to be embedded in the next message to the user. After each day’s message (t denotes time), the agent selects the principle for the next message, \( a_t \), and receives a reward from the user \( r_t \) in form of open, click, engagement and purchase. For every campaign day we have \( X_t = (a_t, r_t) \). Given \( X_t \), the agent needs to recommend the principle for the next day’s message with the goal of maximizing long term user responses in the form of more clicks, which, in this study, act as a proxy for higher engagement.

4.3.1 Markov Decision Process Formulation

We formulate the persuasion principle selection and recommendation problem as a Markov decision process (MDP), defined as a tuple \( \zeta := \{ S, A, P, R, S_0 \} \), where \( S \) is the state space, \( A \) is the action space, the transition probability function is defined as \( P(s, a, s') = \Pr(s_{t+1} = s' | s_t = s, a_t = a), a \in A; s, s' \in S \), \( R : S \times A \rightarrow \mathbb{R} \) is a reward function and \( S_0 \) is the initial state distribution. A policy \( \pi = S \rightarrow A \) is a mapping from state space to action space.

At a given time-step \( t \), the agent draws an action from the policy. The agent then receives a reward \( r_t = R(s_t, a_t) \) and transitions to the next state \( s_{t+1} \) according to the transition probability. This process produces a trajectory \( \tau = \{ s_0, a_0, r_0, s_1, a_1, r_1, ..., s_T, a_T, r_T \} \). The value function at state \( s \) given a discount factor \( \gamma = [0,1] \) is defined by the expected discounted return under policy \( \pi \) as

\[
V_\gamma(s) := \mathbb{E}_\pi \left( \sum_{t=0}^{T} \gamma^t r_t \mid s_0 = s \right).
\]

In our system \( < S, A, P > \) are defined as follow:
**Action** $A$ is a finite set of persuasion principle-based messages which include reciprocity, scarcity, scarcity, consensus, authority, consensus & scarcity, and consistency.

**State** $S$ in our system represents information about open, click, engagement, purchase of users at each campaign day, historical actions and number of days remains in the campaign. Since the environment is very sparse to prevent overfitting, we propose the use of exponential weighted moving average (EMA) as state transformer. EMA is a first-order infinite impulse response filter that applies weighting factors which decrease exponentially. The weighting for each older data decreases exponentially, never reaching zero. The transformation contributes to stability and coverage of RL. Formally, state representation of $t^{th}$ day of campaign is as follows

$$s_t = [EMA(k_t), EMA(a_{t-1}), t']$$

(1)

where $t'$ is number of days remains in the campaign, $EMA(k_t)$ and $EMA(a_t)$ are defined as follows:

$$EMA(k_t) = \begin{cases} k_t, & t = 1 \\ \eta(k_t) + (1 - \eta)EMA(k_{t-1}), & t > 1 \end{cases}$$

(2)

where $\eta \in [0,1]$ is a constant smoothing/discounting factor, $t$ is number of days passed from the beginning of campaign and $k_t$ is a vector consist of number of open, number of click, engagement indicator and purchasing indicator at $t^{th}$ day of campaign

Similarly, the EMA of action is represented as follows:

$$EMA(a_t) = \begin{cases} a_t, & t = 1 \\ \eta(a_t) + (1 - \eta)EMA(a_{t-1}), & t > 1 \end{cases}$$

(3)
Transition $P$ is the probability of observing $s'$ at time $t$ after observing state $s$ and taking action $a$ at time $t$. In this case, the uncertainty comes from user’s response to the received email message.

4.3.2 The Learning Algorithm

The expected reward is represented with a Q-function (action-value function) given state $s$ and action $a$ is defined as

$$Q_\gamma(s, a) = E_{\pi} \left( \sum_{t=0}^{T} \gamma^t r_t \mid s_0 = s, a_0 = a \right)$$

To compute the Q-function efficiently, function approximation methods are widely used approaches in literature. DQN approximates the action value function through a deep neural network (Figure 12). The input of the network takes the current state $s_t$ and outputs $|A|$ corresponding to the state-action values of each persuasive principles. However, the method requires many episodes and much data to train the deep neural network and convergence could take significantly longer.
The inputs to the DQN consist of 5 states, 9 actions, and 1 variable tracking days left in the campaign, followed by two fully connected layers with outputs corresponding to the state-action values of persuasion principles $Q_{p1}$ to $Q_{p9}$.

In our study, the agent can only interact with the environment in a limited way. Hence the trajectory length $T$ and number of generated trajectories are limited. Furthermore, in our setting, environment’s data are limited. Since the data are not truly representative of the actual state space, DQN suffers from high estimation variance. To reduce the variance and accommodate the sparse environment’s data, the time horizon in $Q$ approximation function must be limited in order to
lower the $Q$ function approximation’s values. To impose the constraint on the special environment setting, we propose a regularized DQN.

Specifically, we added $\lambda Q_s^2(\phi(s,a), a), \lambda > 0$ to TD error for training the DQN. The penalty term assures that $Q$ does not become a large value. As a matter of fact, with a fixed $\gamma$ and $r$, a reduced $Q$ value considers a short trajectory length which is efficient in the case where only limited interaction with environment is possible. The proposed algorithm containing the regularized DQN and transformation function, EMA of state and action, is outlined as follows:

### 4.3.3 The Algorithm

Initialize $\alpha \in [0,1]$ learning rate, $\epsilon$ epsilon value, $\beta$ epsilon decay rate, $N$ number of iteration, $B$ batch size, number of episodes $M$, $D$ replay buffer capacity, $T$ iteration, $\eta$ exponential moving average parameters.

**Algorithm 1**

Initialize $\alpha \in [0,1]$ learning rate, $\epsilon$ epsilon value, $\beta$ epsilon decay rate, $N$ number of iteration, $B$ batch size, number of episodes $M$, $D$ replay buffer capacity, $T$ iteration, $\eta$ exponential moving average parameters

Initialize action-value function $Q$ with weights $\theta$

Initialize target action-value function $Q$ with weights $\theta' = \theta$

Interact with a random policy to fill the reply buffer

For $t = 1, T$ do

Select an action $a_t$ with probability of $\epsilon$

Otherwise select $a_t = \arg \max_a Q_\theta(\phi(s_t), a)$ given $\phi(s_t) = [EMA(s_t), EMA(a_{t-1}), t]$
Obtain \((s_t, a_t, s'_t, r_t)\) from environment and store in replay buffer

Sample a batch of \((s_j, a_j, s'_j, r_j)\) \(j = 1, ..., B\) from reply buffer

calculate \(\varphi(s_j) = [EMA(s_j), EMA(a_j), a_j, t]\) for every sample in batch

\[y_i = r_j + \gamma \max_{a_j} Q_\theta(\varphi(s'_j), a_j) \text{ if } s'_j \text{ is not a terminate state; } y_i = r_j \text{ otherwise}\]

Update \(\theta\) according to the TD error

\[L = E_{(s_j,a_j,x_j)} \left( \left\{ \sum_{j=1}^B Q_\theta(\varphi(s_j), a_j) - y_j \right\}^2 + \lambda \sum_{j=1}^B Q^2_\theta(\varphi(s_j), a_j) \right), \lambda > 0 \quad (5)\]

Every \(N\) step copy weights from \(Q_\theta\) to \(Q''_\theta\)

Theorem 1 shows that to make traditional DQN efficient to handle sparse environment’s data, the discount factor must be reduced.

**Theorem 1**

Given reward \(r \geq 0\), discount factor \(\gamma\), tuning parameter \(\lambda > 0\) and learning rate \(\alpha\), the TD error in proposed regularized DQN (algorithm1) is equivalent to standard TD in traditional DQN with \(\gamma'\) discount factor where \(\gamma'\) is formulated as follows:

\[
\gamma' = \gamma - (\frac{\lambda}{\alpha}) \frac{\sum_{j=1}^B \max Q_\theta(s'_j, a'_j)}{\sum_{j=1}^B \max Q_\theta(s_j, a_j)}
\]

\[
r + \sum_{j=1}^B \max Q_\theta(s'_j, a'_j) \geq 0 \quad \text{, thus reducing the discount factor.}
\]

This is in line with recent studies [7].
4.4.5 Offline Campaign

For the offline experiment, we collected historical data on 15 active users who had participated in a short email marketing campaign in the past 30 days. Selected users shared other similar features such as responding to the same Facebook ad, joining the subscriber list through the same opt-in form, and demonstrating some level of engagement through specific actions such as email opens, click-throughs, and replies. Clickstream data over a prior 7-day campaign period were collected from the email marketing system of an online bookstore. From this real-world sample, more data were simulated to cover a total of 40 campaigns of 7-day durations each for each user. Table 6 illustrates a typical 7-day clickstream for a single active user.

<table>
<thead>
<tr>
<th>Days</th>
<th>Persuasion principles</th>
<th>User response</th>
</tr>
</thead>
<tbody>
<tr>
<td>Day 1</td>
<td>Reciprocity</td>
<td>Open, Click Engage</td>
</tr>
<tr>
<td>Day 2</td>
<td>Scarcity</td>
<td>Open, Click, Engage</td>
</tr>
<tr>
<td>Day 3</td>
<td>Scarcity</td>
<td>Open, Click, Engage</td>
</tr>
<tr>
<td>Day 4</td>
<td>Consensus</td>
<td>Open, Click</td>
</tr>
<tr>
<td>Day 5</td>
<td>Authority</td>
<td>Open, Click, Engage</td>
</tr>
<tr>
<td>Day 6</td>
<td>Consensus+ Scarcity</td>
<td>Open, Click, Engage, Buy</td>
</tr>
<tr>
<td>Day 7</td>
<td>Consistency</td>
<td>Open, Engage</td>
</tr>
</tbody>
</table>

Table 6: Sample states and actions for 7-day campaign

As shown in the table, possible user’s responses include Open, Click, Engage and Buy. Engage is defined as a binary value, which is 1 when a user opens or clicks the link in the email message more than once and 0 otherwise. The reward structure is such that the agent receives a higher reward when the user engages with the message or buys a product, while receiving a lower
reward if the user fails to engage or unsubscribes. We consider episodes with length of 7 days and train the DQN agent with 10,000 iterations. Given that the experiment is conducted on an offline dataset, we have limited access to the users’ response \( s' \) given action \( a \) and current state \( s \). To overcome this limitation, a distance function is used to select next state \( s' \). First, we structure the available data into a tuple of \( (s_i, a_i, s_i', r_i) \), \( i = 1..N \). Second, we randomly choose \( s' \) from \( (s_j, a_j, s_j') \), \( j = 1..n \) that satisfies the following inequality:

\[
\| (s, a) - (s_j, a_j) \| < \theta
\]

(6)

where \( \theta \) is a constant between 0 and 1. If none of the tuples \( (s_i, a_i, s_i', r_i) \), \( i = 1..N \) satisfies (6), we end the episode and reset the environment. Finally, the hyper-parameters of the proposed DQN are tuned using a grid search algorithm. We observe the discount factor, batch size, learning rate and buffer size have the most impact on the performance of the algorithm.

The best tuning parameters obtained by grid search are batch size = 5000, gamma = 0.09, replay buffer = 2000 and learning rate = 0.00005. Previous experimental results have shown that experience replay vastly improve the learning performance, partly because it can reduce the correlation between the samples (Chen et al., 2018). Furthermore, learning rate controls how quickly the model adapts to the problem and data. To confirm the performance of the DQN agent, we present 95% confidence interval of collected rewards by the agent over 3 runs. Each point of the plot is calculated by the formula:

\[
\overline{X} = Z \frac{S}{\sqrt{n}}
\]
Where \( n \) is number of runs and \( S \) is empirical standard deviation. As the figure shows the confidence interval, the shaded area, of rewards after 4000 iteration is narrow illustrating the algorithm’s results have lower variability.

![RL Performance](image)

Figure 13: Agent performance at 95% confidence interval

We validate the performance of our proposed DQN agent by comparing the collected reward of the agent with a random agent which takes random action independent of current state and next observed state. Several hyper-parameters were tuned. We observed the discount factor and batch size have the most impact on the algorithm performance. Figure 4 shows the rewards for different parameters setting. By increasing the batch size and reducing the discount factor performance of DQN improves (14e, 14f, 14g). But increasing the batch size without lowering the discount \( \gamma \) does not improve performance (14a, 14b, 14c). High discount factor or low batch size degrade learning stability and lead to lower cumulative reward. The results match several studies demonstrating that lower discount can significantly improve generalization performance when learning from limited data.
Bertsekas & Tsitsiklis (1996) show that lower $\gamma$ increases convergence rate in many RL algorithms, but other works suggest that it can also improve final performance in the case of limited data. Jiang et al. (2015) studied a model based RL setting and suggested that in the limited data regime, the performance can be improved by using a low discount factor in the planning phase. Amit & Meir (2020) show that in the learning setting, lowered discounts allow for better generalization.

Figure 14: Hyper-parameter tuning

Batch size increase without lowering discount $\gamma$ degrades performance ($a, b, c$); Batch size increase with lower discount factor $\gamma$ improves performance ($d, e, f$)
4.5 Online Campaign

To measure the performance of our algorithm and compare it with the human and random agents, we deployed the proposed methodology to a live email marketing campaign. We identified 150 potential users for the campaign and randomly assigned them to RL, human and control groups with 50 members each. For the purpose of initialization, we send the same persuasion principles to all 150 users for the first 3 days and record each user’s click responses. The trained DQN agent is deployed on the RL group to recommend the persuasion principle to be employed in the message for each user starting the 4th day of the campaign. An expert with domain knowledge (Human agent) selects the principles to be sent to users in human group. Finally, the control group receives randomly selected principles (Control agent).

The treatment continues for two consecutive campaigns of 7 days each. In summary, all users receive same treatment for the first 3 days of the first campaign. The action and response history from the first 3 days are used to initialize the state space for the RL agent. The choice of principles used for the initialization is based partly on the influence literature and on the observed click behavior of similar users who respond to social media ads on Facebook. A key assumption made is that users acquired through the same traffic source using the same ads, landing pages, and “thank you” pages will exhibit similar engagement behavior as they are more likely to share the same objectives, interests and preferences. For the remaining days of the campaign, this assumption is put to the test as the agent relies solely on the offline policy to recommend the principles most likely to elicit a response from each user within the RL group. Though the agent was pre-trained on offline data associated with a different set of users, it seems reasonable and appropriate to assume that transfer learning is possible given the similarity of user populations.
Table 7 shows the number of daily opens, clicks, and engages of RL, Human and Control agents, including the first 3 initialization days. The table clearly demonstrates that the RL agent outperforms in daily number of opens, clicks and engagements.

<table>
<thead>
<tr>
<th>Days</th>
<th>RL Open/Human Open/ Ctr Open/</th>
<th>RL Click/Human Click/ Ctr Click</th>
<th>RL Eng/Human Eng/ Ctr Eng</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>34 / 36 / 28</td>
<td>23 / 20 / 12</td>
<td>12 / 14 / 9</td>
</tr>
<tr>
<td>2</td>
<td>30 / 27 / 24</td>
<td>16 / 11 / 9</td>
<td>10 / 6 / 8</td>
</tr>
<tr>
<td>3</td>
<td>26 / 21 / 25</td>
<td>11 / 13 / 14</td>
<td>8 / 3 / 7</td>
</tr>
<tr>
<td>4</td>
<td>39 / 15 / 14</td>
<td>24 / 9 / 5</td>
<td>34 / 0 / 3</td>
</tr>
<tr>
<td>5</td>
<td>34 / 14 / 30</td>
<td>24 / 6 / 9</td>
<td>22 / 5 / 12</td>
</tr>
<tr>
<td>6</td>
<td>45 / 16 / 12</td>
<td>25 / 14 / 4</td>
<td>21 / 6 / 3</td>
</tr>
<tr>
<td>7</td>
<td>25 / 14 / 11</td>
<td>21 / 3 / 5</td>
<td>25 / 6 / 3</td>
</tr>
<tr>
<td>8</td>
<td>26 / 12 / 9</td>
<td>11 / 1 / 5</td>
<td>9 / 1 / 1</td>
</tr>
<tr>
<td>9</td>
<td>35 / 7 / 7</td>
<td>11 / 2 / 5</td>
<td>18 / 2 / 1</td>
</tr>
<tr>
<td>10</td>
<td>42 / 17 / 5</td>
<td>14 / 7 / 1</td>
<td>12 / 7 / 0</td>
</tr>
<tr>
<td>11</td>
<td>33 / 9 / 9</td>
<td>11 / 2 / 4</td>
<td>18 / 3 / 2</td>
</tr>
<tr>
<td>12</td>
<td>56 / 8 / 8</td>
<td>43 / 3 / 1</td>
<td>20 / 3 / 4</td>
</tr>
<tr>
<td>13</td>
<td>84 / 17 / 16</td>
<td>31 / 8 / 3</td>
<td>26 / 7 / 6</td>
</tr>
<tr>
<td>14</td>
<td>45 / 21 / 13</td>
<td>14 / 7 / 5</td>
<td>15 / 3 / 2</td>
</tr>
</tbody>
</table>

Table 7: Statistics of User Responses under RL, Human and Control Agents

We define rewards as average number of open, click and engage. Figure 15: illustrates the rewards attained by RL, Human and Control agents. RL agent achieves highest reward for each single day throughout the 2 live campaigns. We observe that Human agent is slightly better than Control agent on certain days.
Figure 15: Live Campaign Rewards under RL, Human and Control Agents

Figure 1615 shows accumulated number of opens, clicks and engages of the three agents throughout the duration of the two live campaigns. The data shows that Human and Control agents draw similar level in respect of engagement and RL agent outperforms the other agents.

4.6 Results

In this study, email messaging is used as the vehicle to deliver persuasion principles to the user. At a time of declining click-through rates with marketing emails, business executives continue to show more interest in the email channel owing to higher-than-usual return on investments compared to other channels. To increase engagement with email messages, we combine the psychological principles of persuasion with the data-driven methods of RL. A novel regularized DQN able to train and perform well using limited historical data is proposed. Furthermore, we design a state-space dimensionality reduction based on EMA. With this transformation, the regularized DQN can capture and analyze information of state and action over time. A simulation and a real live campaign are implemented to verify the proposed methodology and to demonstrate its superior performance compared to a human expert and a control baseline.
4.7 Discussion

We attempted to frame user engagement as a sequential decision-making problem, modelled as MDP, and solved using a generalized RL algorithm. To the best of our knowledge, this work is the first attempt to define user engagement as a RL recommender problem, combining persuasion principles and data-driven methods, to build a sample-efficient recommendation agent to nominate candidates from a catalog of persuasion principles most likely to drive higher engagement. For operationalization of this recommender, more detailed investigation of predictive performance with a diversity of audiences should be conducted. This work shows that in our study setting – online marketing – user clicks and other responses present significant behavioral clues which can be used to target to the right influence principle to the right user for enhanced engagement. As more data becomes available, the prediction and recommendation power should
simultaneously improve. However, this might not always be the case, given the fact that “thin slices” of expressive behavior sampled from the behavioral stream can sometimes approach the level of accuracy usually associated with analyzing massive amounts of data [6].

4.8 Limitations

One limitation associated with the current approach is the total dependence on offline learning from history associated with a different user dataset. Unless the user populations exhibit close similarities in terms of traffic sources, industry niches, purchase histories and previous offers presented, transfer learning might not be effective. With any other setting such as a longer campaign horizon, learning could be adversely affected. If the agent succeeds in learning at all, consistent results may not be guaranteed. Also, there are limitations with the validation set in terms of size (one company, one campaign) and in terms of diversity (one industry). The training sample is limited with a disproportionately large amount of the dataset partially simulated. A more diverse data sample, coupled with some online learning, could improve the results, however, these could potentially compromise repeatability and consistency of predictions.

4.9 Conclusion

This work builds on a growing academic and practitioner attention to the need for increased user engagement with email messages in particular, and online messages in general. Persuasion-based recommender system that combines domain behavioral knowledge with data-driven RL methodology can help with effectively suggesting the right persuasion principles most likely to elicit the desired response from the right customer in future messaging campaigns. The RL system in this study reveals how persuasion principles can lead to more clicks from each user and lead to higher engagement both at the individual and group level. Future studies could incorporate more
advanced algorithms and modelling techniques such as few-shot learning to boost user engagement at a tiny fraction of the today’s data and infrastructure costs.

**Proof of Theorem:**

\[
\left[ \sum_{j=1}^{B} Q_q(s_j, a_j) - y_j \right]^2 + \lambda \sum_{j=1}^{B} Q^2_q(s, a) = \left[ \sum_{j=1}^{B} Q_q(s_j, a_j) - r_j + \gamma \max_{a'} Q_q(s'_j, a') \right]^2 + \lambda \sum_{j=1}^{B} Q^2_q(s, a) \]  

(7)

For convention, we consider the following substitutions:

\[
Q^2_q(s, a) := \sum_{j=1}^{B} Q^2_q(s, a), \quad Q_q(s, a) = \sum_{j=1}^{B} Q_q(s, a), \quad \dot{Q}_q(s, a) = \sum_{j=1}^{B} Q_q(s, a) \]  

(8)

According to gradient descent of proposed loss function (5) in regularized DQN, we have the following parameter update rule:

\[
\theta_{i+1} = \theta_i + \alpha \left[ -r - \gamma \max_a Q_q(a', s') + Q_q(a, s) \right] \nabla Q_q(a, s) + \lambda Q_q(a, s) \nabla Q_q(a, s) + \lambda \dot{Q}_q(a, s) \nabla Q_q(a, s) \]  

(9)

where \( i = 1, \ldots, n \) is gradient descent iteration.

Gradient descent of traditional DQN’s loss function gives the following update rule:

\[
\theta_{i+1} = \theta_i + \alpha \left[ -r - \gamma \max_a Q_q(a', s') + Q_q(a, s) \right] \nabla Q_q(a, s) + \alpha \dot{Q}_q(a, s) \nabla Q_q(a, s) + \lambda \dot{Q}_q(a, s) \nabla Q_q(a, s) \]  

(10)

With the assumption that a constant discount factor \( \gamma' \neq \gamma \), the traditional DQN and our proposed algorithm produce same \( Q \) value and neural network’s parameters, we derive the discount factor in terms of the regularized DQN discount factor. By subtracting (9) and (10) the following equations hold:

\[
\alpha \gamma' \max_a Q_q(a', s') \nabla Q_q(a, s) - \alpha \gamma \max_a Q_q(a', s') \nabla Q_q(a, s) + \lambda Q_q(a, s) \nabla Q_q(a, s) + \lambda \dot{Q}_q(a, s) \nabla Q_q(a, s) = 0
\]

\[
\alpha \max_a Q_q(a', s') \nabla Q_q(a, s) (\gamma' - \gamma) = -\lambda Q_q(a, s) \nabla Q_q(a, s)
\]  

(11)
Using (11), we can derive the discount factor of traditional DQN $\gamma'$ as term of $\gamma$

$$
(\gamma' - \gamma) = \frac{-\lambda Q_a(a, s)\nabla Q_a(a, s)}{\alpha \max_{a'} Q_a(a', s)\nabla Q_a(a, s)} = \frac{-\lambda Q_a(a, s)}{\alpha \max_{a'} Q_a(a', s)}
$$

$$
\gamma' = \gamma - \frac{\lambda Q_a(a, s)}{\alpha \max_{a'} Q_a(a', s)}
$$

(12)

By reverting the substitution in (8), and definition of $Q$ function, the following equation is derived:

$$
\gamma' = \gamma - (\lambda / \alpha) \frac{r + \max_{j=1}^n Q_o(s_j, a_j')}{\sum_{j=1}^n \max_{a_j'} Q_o(s_j, a_j')}
$$

(13)
CHAPTER 5: CONCLUSIONS AND FUTURE RESEARCH

This research contributes to and advances the literature on maximizing user engagement using the reinforcement learning approach. While machine learning methods have been used to build recommender systems aimed at boosting user engagement, there is a heavy price to pay in terms of the amount of data that current algorithms expect, as well as the issue of high dimensional state and action spaces associated with practical, real world problems. For leading technology firms, user engagement is now the engine driving online business growth. Many companies have pay incentives tied to engagement and growth metrics. Even as recommender systems algorithms have emerged as the tool of choice in the business of maximizing engagement, the problem of data and sample inefficiency continues to worsen. The setting of this study makes such algorithms inapplicable.

We introduce a novel approach that eliminates or at least greatly reduces the need for copious amounts of training data, requiring a deviation from a purely data-driven approach. By incorporating domain knowledge from the literature on persuasion into the message composition, we successfully train the reinforcement learning (RL) agent in a sample efficient and operant manner. In our methodology, the RL agent nominates a candidate from a catalog of persuasion principles to drive higher user response and engagement. To enable the effective use of RL in our setting, we first build a reduced state space representation by compressing the data using an exponential moving average scheme. Then a regularized DQN agent is deployed to learn a behavior policy, which is then applied in recommending one (or a combination) of six universal principles most likely to trigger a response from each individual user during the next message cycle. We now present a summary of our research along with contributions and discuss future directions of research that may result from our work.
5.1 Summary

5.1.1 Heuristic Application of Persuasion Principles to Increase User Engagement

We explored the use of one or more principles of persuasion in email messages broadcast to subscribers of an online publishing website, with the goal of increasing several dimensions of user engagement. Unlike the general belief that increasing engagement can be achieved only through the deployment of sophisticated algorithms, we showed that simple treatments like adding a principle of persuasion to the subject line of email messages can have substantial impact on user engagement. We incorporated more than one principle in one case and continued with the message broadcast over an extended period. The selection of persuasion principles was done heuristically, using domain knowledge and as such limited. The proposed method enabled us to increase user engagement in the treatment group by up to 100% over the baseline. The key assumption is that users are predisposed to respond to certain persuasion principles and embedding these principles in the message header or body copy will lead to higher response.

If persuasion principles are added to messages, overall user engagement will increase, but the reliability of this assertion is questionable since we are only dealing with average effects over a group of users and are not yet able to determine the effect of specific principles on specific users. While this correlation between persuasion and response cannot be precisely measured by our simple heuristic approach, it nevertheless provides a pointer to the potential impact that persuasion principles can have on boosting deep user engagement signals. In the ideal case where the principles are precisely targeted to individual users, the proposed strategy can lead to a substantial increase in user engagement by a factor of 3 to 10. In this heuristic case, based wholly on domain knowledge, where selection of persuasion principle is imperfect, the response and engagement tend to improve with the right selection, but degrades if the wrong principle is applied. The
degradation persists as more of the wrong principles are selected, resulting in overall lower engagement. On the contrary, given better choices, the decline can be slowed, stopped, and ultimately reversed. Therefore, improvement in domain knowledge and audience behavior can become vitally important in the quest to increase user engagement in the absence of rigorous algorithmic processes.

Finally, we demonstrate that the addition of a secondary, reinforcing principle can further boost engagement, contrary to studies that seem to suggest the opposite. All in all, this heuristic selection approach remains a trial-and-error proposition at best. Once the positive average effect of persuasion over a group of users has been established, we proceed to design for individual level response (personalization) by implementing a deep learning algorithm in combination with domain knowledge, a notoriously difficult problem.

5.1.2 Maximizing User Engagement through Generalized Reinforcement Learning

To personalize the targeting of persuasion principles to individual users we implemented a novel model-free and off-policy deep reinforcement learning (DRL) agent which can be trained with a limited training dataset. We framed the task of targeting the right persuasion principle to the right user as a sequential decision making problem and applied Q-learning, one of the most traditional algorithms, to learn the optimal action-selection policy. We identified that an efficient DRL is required to have a lowered discount factor. For the algorithm to converge towards the optimal solution, the agent is presented with a low-dimensional state space representation built by compressing the limited dataset using an exponential moving average (EMA) aggregation scheme. Given that the agent can only interact with the environment in a limited way, and that the data is not truly representative of the actual state space, it could potentially suffer from high estimation variance. To reduce the variance and accommodate data sparsity, the time horizon has been limited
in such a way as to lower the Q approximation values. The EMA representation enables the regularized DQN agent to effectively capture and analyze information of state and action over time. We demonstrate through both a simulation and a real-life email marketing campaign that our methodology delivers higher engagement compared with a human expert agent using a heuristic selection approach and a control agent with randomly selected principles. The social psychology literature features numerous strategies with most of them fitting into one of six broad categories known as the universal principles of persuasion. In our study the principles of consensus (social proof), scarcity and authority result in higher engagement when embedded in the subject line of email messages.

Even though users are not sorted or characterized explicitly in the state space, a universal policy proved sufficient in personalizing the different principles to include in the next message to different users. We collected the click stream data from a historical campaign with 150 users and randomly assigned the users to RL, Human and Control groups, with 50 members in each group. To initialize the system, all users received the same message with the same persuasion principle for the first three days of the campaign and their click responses were recorded. On the fourth day, DQN begins to recommend which principles should be sent to each of the users within the RL group based on the state space of the individual users. At the same time, an expert human agent with domain knowledge makes a recommendation on the principle to send to users in the Human Expert group. Finally, users in the Control group receive a randomly selected principle.

Even though the training data was limited, prediction performance of the regularized DQN is appealing with engagement signals in the RL group approaching 300% when compared with the Control and Human Expert groups. The agent was able to train and perform well based on a few observed users’ click responses. This is all the more remarkable given the shorter period of two
consecutive campaigns each lasting just 7 days. This setting mirrors real world email marketing campaigns with typically short duration of between 7 and 30 days.

Our study provides some insight into the importance of hyper-parameter tuning in the regularized RL algorithm. Specifically, we observed that the discount factor, batch size, learning rate and buffer size have the most impact on algorithm performance. It is worth noting that rather than focus this study on the best RL agent for this recommendation task, our goal was to show the power of a hybrid approach – combining domain knowledge with a data-driven methodology – to achieve promising results in terms of increased engagement over a short campaign period, utilizing small datasets. However, we note some limitations with the size of our validation set and the setting.

5.2 Future Research

5.2.1 Online Learning from Limited Samples

Despite a number of research efforts in user engagement made possible by recommender systems, studies based on RL-based recommenders are limited. Such studies tend to originate from the laboratories of big technology firms, such as Google and Facebook, at the forefront of operationalizing RL methods for ever-increasing user engagement. Given their massive data footprint, the focus and interest of their interest may not always include data and sample efficiency but that is precisely what is required for a wider adoption of RL methodologies both in the research and practice of user engagement in real world settings. There are some related works that deal with RL on real systems and at the same time focus on sample efficiency but, these studies are rarely done in the context of user engagement. More research focused on sample efficiency in the context of user engagement is highly demanded by a growing number of online businesses.
Furthermore, most real-world systems do not have separate training and evaluation environments, unlike much of the research performed in Deep RL, which rely on off-policy evaluation. To overcome the challenges of off-policy evaluation as the difference between the policies and the resulting state distribution grows, our understanding, and application, of online learning during live campaigns will take on added significance in the user engagement community.

5.2.2 Persuasive Message Composition with NLP Models

Persuasive message composition is an integral topic in online messaging, whether that be in the form of email, text, or video. How to compose such messages embedded with persuasion principles in the subject line and body copy is crucial to getting the target users to engage on a deeper level such as making purchases, referrals and return visits. With advanced transformers like GPT-2, BERT and T5 now commercially available [181], future research could investigate advanced personalization of messages and content by mimicking the customer voice, tone, and vocabulary to further boost engagement. Researchers could explore full message composition or combine natural language processing with the RL agent with the goal of reducing the time and effort it takes to create more personalized and engaging content.

5.2.3 Deploying More Sophisticated Algorithms

Our study used DQN, one of the most traditional learning algorithms, that combines Q-Learning with deep neural networks for complex, high-dimensional environments. Since our focus was not on building the “best” RL agent for this recommendation task but rather to show the power and promise of a hybrid approach in our specific data-efficient use case, we may have ended up with a slight compromise on optimality. A possible subject of future research can be the exploration of other RL algorithms, specifically actor critics such as Proximal Policy Optimization
(PPO) and Asynchronous Advantage (A3C), and comparison of results with the regularized DQN algorithm in our study. Additionally, a future research direction could include the application of our method to other communication channels such as text, chat, video as well as other use cases such as online advertising, dating and news recommendation.
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User engagement has emerged as the engine driving online business growth. Many firms have pay incentives tied to engagement and growth metrics. These corporations are turning to recommender systems as the tool of choice in the business of maximizing engagement. LinkedIn reported a 40% higher email response with the introduction of a new recommender system. At Amazon 35% of sales originate from recommendations, while Netflix reports that ‘75% of what people watch is from some sort of recommendation,’ with an estimated business value of $1 billion per year. While the leading companies have been quite successful at harnessing the power of recommenders to boost user engagement across the digital ecosystem, small and medium businesses (SMB) are struggling with declining engagement across many channels as competition for user attention intensifies. The SMBs often lack the technical expertise and big data infrastructure necessary to operationalize recommender systems.

The purpose of this study is to explore the methods of building a learning agent that can be used to personalize a persuasive request to maximize user engagement in a data-efficient setting. We frame the task as a sequential decision-making problem, modelled as MDP, and solved using
a generalized reinforcement learning (RL) algorithm. We leverage an approach that eliminates or at least greatly reduces the need for massive amounts of training data, thus moving away from a purely data-driven approach. By incorporating domain knowledge from the literature on persuasion into the message composition, we are able to train the RL agent in a sample efficient and operant manner.

In our methodology, the RL agent nominates a candidate from a catalog of persuasion principles to drive higher user response and engagement. To enable the effective use of RL in our specific setting, we first build a reduced state space representation by compressing the data using an exponential moving average scheme. A regularized DQN agent is deployed to learn an optimal policy, which is then applied in recommending one (or a combination) of six universal principles most likely to trigger responses from users during the next message cycle. In this study, email messaging is used as the vehicle to deliver persuasion principles to the user. At a time of declining click-through rates with marketing emails, business executives continue to show heightened interest in the email channel owing to higher-than-usual return on investment of $42 for every dollar spent when compared to other marketing channels such as social media.

Coupled with the state space transformation, our novel regularized Deep Q-learning (DQN) agent was able to train and perform well based on a few observed users’ responses. First, we explored the average positive effect of using persuasion-based messages in a live email marketing campaign, without deploying a learning algorithm to recommend the influence principles. The selection of persuasion tactics was done heuristically, using only domain knowledge. Our results suggest that embedding certain principles of persuasion in campaign emails can significantly increase user engagement for an online business (and have a positive impact on revenues) without putting pressure on marketing or advertising budgets. During the study, the store had a customer
retention rate of 76% and sales grew by a half-million dollars from the three field trials combined. The key assumption was that users are predisposed to respond to certain persuasion principles and learning the right principles to incorporate in the message header or body copy would lead to higher response and engagement.

With the hypothesis validated, we set forth to build a DQN agent to recommend candidate actions from a catalog of persuasion principles most likely to drive higher engagement in the next messaging cycle. A simulation and a real live campaign are implemented to verify the proposed methodology. The results demonstrate the agent’s superior performance compared to a human expert and a control baseline by a significant margin (~ up to 300%). As the quest for effective methods and tools to maximize user engagement intensifies, our methodology could help to boost user engagement for struggling SMBs without prohibitive increase in costs, by enabling the targeting of messages (with the right persuasion principle) to the right user.
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