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CHAPTER 1: INTRODUCTION AND MOTIVATION

In this chapter we will briefly review the current state of particle physics and our motivations to look for new physics (NP). We begin with a historical overview of particle physics. Then we introduce the Standard Model (SM) and the mechanisms it provides for lepton flavor violating (LFV) decays. After that we introduce the topic of effective field theory (EFT), which will be our tool chest for exploration of NP. Finally we will introduce our specific approach to constraining NP with LFV decays of mesons. The first three sections are included to give a complete and thorough picture, but the reader, especially if (s)he is familiar with the topic may skip straight to Section 1.4 without loss in continuity if desired.

1.1 Historical Overview of Particle Physics

The foundations of modern particle physics that lead to the development of the Standard Model can be traced back to turn of the 20th century [1]; a time even before physicists discovered quantum mechanics. J. J. Thompson’s discovery of the electron in 1897 ignited a fire of particle physics discovery that has burned for over a century. Next came Rutherford’s scattering experiments that proved the existence of a tiny massive and positively charged atomic core, the nucleus, which was assumed to consist of protons. An atomic model of the hydrogen atom as a single proton orbited by a single electron in 1914 by Niels Bohr was able to predict its spectrum and opened the door for quantum mechanics. Attempts to explain heavier atoms in a similar fashion ran into a problem. The masses of heavier atoms were heavier than could be accounted for by the proton mass alone. Helium is four times the mass of Hydrogen, but should only have two protons. Chadwick solved the problem with the discovery of the neutron in 1932.

Our understanding of the nature of light was also seeing a revolution at this time. In 1900 Planck was working on an explanation of the electromagnetic radiation emitted by a hot object, the so-called black-body radiation, but was left baffled by the results of statistical mechanics. It predicted that an infinite amount of power should be radiated and lead to
what physicists called “the ultraviolet catastrophe.” Planck was able to avert disaster by assuming the quantization of electromagnetic radiation, which lead to his empirical rule that the energy of the emitted photons, $E$, equals a constant $h$ times the radiation frequency $\nu$. Here $h = 6.626 \times 10^{-17}$ is Planck’s constant. The quantization of light was explained in 1905 by Einstein. Einstein put forth that when an incoming quantum of light hits a metal surface, it gives up its energy ($h\nu$) to an electron which breaks free. This electron loses an energy $w$, the work-function of the material, when breaking through the metal surface and emerges with energy $E \leq h\nu - w$. The implication of Einstein’s discovery was that maximum electron energy is independent of light intensity, but depends solely on its frequency. Einstein argued that light was quantized by nature. This view was not well received, as the particle theory of light was widely discredited in the 19th century. In 1916 Millikan experimentally proved Einstein’s photoelectric effect correct [2], but the issue would not be settled until 1923 when Compton found that the wavelength of light is shifted when scattered from a particle at rest. Compton showed that the shift was governed by $\lambda' = \lambda + \lambda_c(1 - \cos \theta)$, where $\lambda_c = \frac{h}{mc}$ is the Compton wavelength, $\theta$ is the scattering angle, $\lambda$ is the incident wavelength, and $\lambda'$ is the scattered wavelength. This formula may be found by applying the conservation of four-momentum of the photon and scattering particle before and after the interaction and using Planck’s formula for the quantization of energy for light. This was a direct proof of the particle nature of light.

At this point physicists still could not explain how a nucleus of positively charged protons could stay together. The positive charges should repel each proton away from the other. It was assumed there must be another force greater than electromagnetism that binds the protons and neutrons together in the nucleus called the strong force (otherwise known as the nuclear force). This force would not be as apparent at macroscopic scales like the electromagnetic force because it has a very short range that limits its influence to the size of a nucleus. Yukawa proposed the first significant theory for the strong force in 1934. He assumed that the proton and neutron were attracted to each other by a field and that this
field should be quantized. He predicted that in analogy to the photon there should be a particle that would account for the features of the strong force when exchanged. This particle would have to be heavy because of the short range of the strong force. He calculated that it should be about 300 times the electron mass. Yukawa’s particle would come to be known as the meson and by 1937 a candidate fitting his description was found in cosmic ray experiments. Further work would identify that there were not one, but two particles [3, 4]. The first was the pion \( \pi \), which was indeed Yukawa’s meson and the strong force mediator in his theory, but the second was the muon \( \mu \), which we now know is a lepton.

A quantum theory of interactions of relativistic particles is now known as quantum field theory. It finds its roots in the 1927 work of Dirac whose famous Dirac Equation, which describes free electrons, had a disturbing problem. For every positive energy solution of the electron, \( E = \pm \sqrt{\vec{p}^2 + m^2} \), there was a corresponding negative solution, \( E = -\sqrt{\vec{p}^2 + m^2} \). If a system were to evolve naturally to its lowest energy state, an electron should simply continue on to increasingly negative energy states. Dirac rescued his equation by proposing that there was an infinite sea of electrons occupying the negative energy states and Pauli’s exclusion principle prevented the observed electrons from occupying the same negative energy states. Furthermore if enough energy was imparted to a sea electron, then a hole would be formed which might be interpreted as a positive particle. There was no candidate particle to account for these holes, but in 1931 the positron was discovered by Anderson and it had the properties Dirac needed [5]. The infinite electron sea interpretation of the negative energy states eventually gave way to a simpler and more compelling interpretation by Feynman and Stuckelberg. Their formulation interpreted the negative energy electron solutions as the positive energy states of the positron. This dual energy solution in Dirac’s equation is an important universal feature of quantum field theory. It means that for every particle there exists an anti-particle with the same mass and opposite electric charge.

The discovery of neutrinos took a parallel track to that of the aforementioned pion, muon, and anti-particles. In 1930 the study of beta decays had a problem. Beta decay is
the transition of a nucleus to a lighter nucleus with one more unit of positive charge and an electron. It is now known that this is actually the conversion of a neutron in the nucleus into a proton, but in 1930 the neutron had not been discovered yet. In a two-body decay such as this, given the rest frame of the decaying nucleus, the decay products should have equal and opposite momenta and the energy of the emitted electrons would be constant. Experiments showed that the electron energies were significantly variable. Pauli proposed that there must be another particle emitted with the electron that was electrically neutral and carried away the missing energy. Fermi presented a successful theory of beta decay that incorporated Pauli’s particle and named it the *neutrino*\(^1\). We now know this beta decay process is a neutron transitioning to a proton, an electron, and an anti-neutrino \(n \rightarrow p^+e^−\bar{\nu}\).

The neutrino also turned out to be of great importance in understanding the decays of Yukawa’s pion \(\pi\) to a muon \(\mu\). In the cosmic ray experiments that discovered these two particles Powell’s picture of the decaying pion tracks showed the muon moving away in a direction perpendicular to the original pion momentum. This is only kinematically possible if another particle were emitted back-to-back with the muon that would not leave a track (electric charge neutral). It was assumed to be the neutrino and so \(\pi \rightarrow \mu + \nu\). Soon thereafter Powell’s group announced the discovery of the decay of a muon to an electron and what would turn out to be two neutrinos \((\mu \rightarrow e + \nu_e + \nu_\mu)\). They were able to determine that it must be a decay product of at least three particles due to the variability in the electron’s momentum and by 1949 the accepted explanation was the emission of two neutrinos with the electron.

The need for direct experimental evidence for the neutrino was still necessary to confirm its existence and quiet skeptics. In 1950 direct evidence was found by Cowan and Reines using nuclear reactor experiments at the Savannah River reactor in South Carolina. They observed inverse beta decay reactions \(\bar{\nu} + p^+ \rightarrow n + e^+\) and their results provided clear proof of the neutrino’s existence \[^6\]. There was a question as to whether or not the neutrino was\(^1\)In modern terminology this is actually an anti-neutrino.
its own anti-particle and if so, what was the distinguishing property? The crossed reaction of \( \nu + n \to p^+ + e^- \) would occur at around the same rate as the inverse beta decay reaction. Davis looked at a similar reaction but with the anti-neutrino \( (\bar{\nu} + n \to p^+ + e^-) \) and found a null result \([7]\) leading to the conclusion that the neutrino and anti-neutrino are distinct. This conclusion is still under debate as Davis's experiment does not preclude the Majorana fermion model which allows for the neutrino \( \nu \) to be its own anti-neutrino \( \bar{\nu} \) \([8]\).

These results were expected as the law of lepton number conservation was previously proposed by Konopinski and Mahmoud in 1934 \([9]\). This law states that there is a quantum number \( L \) assigned to each lepton. \( L = +1 \) was for leptons: \( e^- \), \( \mu^- \), and \( \nu \) and \( L = -1 \) was assigned to anti-leptons: \( e^+ \), \( \mu^+ \), and \( \bar{\nu} \). The sum of the lepton numbers before an interaction must equal the sum after. Thus the simplest explanation for the property that distinguishes neutrinos from anti-neutrinos is the lepton number, \( L \). Lepton number was relatively successful, but it could not explain why there was no experimental observation of \( \mu \to e\gamma \), which was allowed under this formulation of lepton conservation and charge conservation. In the late 1950s and early 1960s it was proposed that there were actually electron neutrinos \( \nu_e \) and muon neutrinos \( \nu_\mu \) and that law of lepton conservation should be extended such that there was electron number conservation \( L_e \) and muon number conservation \( L_\mu \). This allowed for an accounting of all forbidden and allowed processes.

The two neutrino hypothesis was tested in 1962 at Brookhaven. Lederman, Schwartz, Steinberg, et. al. used the anti-neutrinos from the decay of \( \pi^- \to \mu^- + \nu_\mu \) to register 29 counts of the interaction \( \nu_\mu + p^+ \to \mu^+ + n \) and zero for \( \nu_\mu + p^+ \to e^+ + n \) \([10]\). If there was only one neutrino there should be equal rates for both decays and this proved there was more than one neutrino.

The years between 1947 and 1961 also saw a great number of experimental discoveries of both mesons (e.g. \( K, \rho, \omega, \phi, \eta, \) etc.) and baryons (e.g. \( \Lambda, \Sigma, \Xi, \Delta, \) etc.). This period saw the introduction of the conservation of baryon number \( B \) by Stücken. Similar to lepton number it assigns a value of \( B = +1 \) to baryons (i.e. \( p, n \)) and \( B = -1 \) to anti-baryons (i.e.
These heavy baryons and mesons became known as strange particles first because they were unexpected, but also because they were produced in great numbers on the timescale of $10^{-23}$ seconds and decayed slowly on the scale of $10^{-10}$ seconds. The difference in time scales suggested a different mechanism of production and decay to Pais and the others [11]. We now know that their production is due the the strong force and their decay is the action of the weak force.

In 1953 Gell-Mann [12] and Nishijima [13] proposed another conservation law to provide a simple explanation for the production of strange particles in pairs. Each particle was assigned a new property of strangeness, $S$, that was conserved in strong interactions, but not in weak ones.

The situation for particle physics in 1960 seemed quite disorganized and physicists were looking for a way to organize all of the particles they found. Order was achieved by Gell-Mann and Ne’eman with the eight-fold way in 1961. They ordered baryons and mesons into their own hexagonal arrays of eight particles based on their electric charges and strangeness. Hexagonal arrays are only one example. Other geometric shapes were allowed such as the triangular array for organizing the heavier baryons ($\Delta$, $\Sigma$, $\Xi$, and $\Omega$) known as the bayron decuplet. When Gell-Mann organized the decuplet it lead him to predict a missing particle, the $\Omega^-$, which was later found in experiment and reinforced the correctness of the eight-fold way. As more particles were discovered, they all found their place into an eight-fold way supermultiplet.

People still wondered why hadrons\footnote{A particle that experiences strong force interactions. Baryons and mesons are hadrons.} should be organized in these geometric patterns. The explanation would come in 1964 from Gell-Mann and Zweig independently. They each proposed that hadrons were composed of elementary constituent particles to which Gell-Mann gave the name \textit{quark}. There were three different flavored quarks in the theory ($u$, $d$, $s$) and they formed a triangular eight-fold way pattern. The $u$ and $d$ quarks had a strangeness of zero and the $s$ quark had a strangeness of one. The $d$ and $s$ quarks had an electric charge...
of $Q = -\frac{1}{3}$, while the $u$ quarks had charge $Q = \frac{2}{3}$. Each of these quarks has an anti-quark counterpart with opposite charge and strangeness.

It is these quarks and anti-quarks that form baryons and mesons. Baryons (anti-baryons) are constructed of three quarks (anti-quarks). Mesons consist of a quark and an anti-quark. Using these three quarks one can generate the ten $\Delta$, $\Sigma$, $\Xi$, and $\Omega$ type baryons in the baryon decuplet or the eight baryons in the baryon octet of type $n$, $p$, $\Sigma$, $\Lambda$, and $\Xi$ and maintain the appropriate charge and strangeness. One can also form the eight mesons of the meson octet of type $\pi$, $\eta$, and $K$ plus a ninth meson, $\eta'$, to form a meson nonet. The quark model can reproduce all of the eight-fold way supermultiplets. Despite this success the quark model had a flaw. Experiments could not produce an individual quark, which lead to the ad hoc assumption that quarks are confined within baryons and mesons. The mechanism of this confinement is still an open question today.

Despite the difficulty of being confined inside hadron, quarks are not completely inaccessible to experiment. The interior of hadrons may be explored the same way Rutherford explored the interior of the atom. Deep inelastic scattering experiments that fired high energy electrons, neutrinos, and eventually protons were performed in the late 1960s and early 1970s and found that hadrons were mostly empty space. Ocassionally the incident partical would back scatter indicating they hit a small lump of matter. Protons appeared to have three lumps, which supports the quark model hypothesis.

The last point of contention for the quark model was the appearance that quarks violated the Pauli exclusion principle. The principle states that two identical fermions cannot occupy the same state, but hadrons such as the $\Delta^{++}$ consist of three $u$ quarks in the same state. As $u$ quarks are fermions and can only have spin $\pm 1/2$, this would imply a violation of the Pauli exclusion principle. It was proposed by Greenberg in 1964 that quarks come in three “colors” ($r = \text{red}$, $g = \text{green}$, and $b = \text{blue}$) in addition to three flavors [14]. The colors are an analogy to the optical spectrum. To form a hadron, one must use a colorless combination of quarks. This can be a combination of quarks with equal parts of color ($rgb$) which form baryons,
anti-color ($\bar{r}g\bar{b}$) which form anti-baryons, or color and anti-color ($r\bar{r}$, $g\bar{g}$, $b\bar{b}$) which form the mesons. By introducing color we are able to avoid violating Pauli’s exclusion principle in the $\Delta^{++}$ for example because the two $u$ quarks are not identical due to their difference in color. The same concept applies to the all hadrons.

Because of the seemingly thin arguments for quark confinement and color, physicists were skeptical of the the quark model. This would begin to change with the discovery of the extremely heavy neutral $J/\psi$ meson in 1974 by two independent groups [15]. The first was lead by Ting who named it $J$ and the second was lead by Richter who called it $\psi$. What made the $J/\psi$ particularly remarkable was that its lifetime was of order $10^{-20}$; a thousand times longer than hadrons in a similar range of mass. They had clear evidence of some new physics.

This new physics was explained in terms of a fourth quark, the charm $c$ quark and its anti-quark, from which the bound state $J/\psi = (c\bar{c})$ is made. The idea of a fourth quark had been put forth in previous years by Bjorken and Glashow [16] for various reasons. One of these reasons was the creation of an aesthetically pleasing parallel between the number of quarks and leptons. At that time there were four known leptons: $\mu$, $\nu_\mu$, $e$, and $\nu_e$; and three known quarks: $u$, $d$, and $s$. The $c$ quark would make this four. This ready made explanation of $J/\psi$ and the implication that there should be other charmed hadrons did much to legitimize the quark model. This lead to a period of new baryon and meson discoveries in the 1970s-1980s such as the $D_0$ and $D^+$ in 1976 [17] and the $D^+_s$ in 1977 [18].

In 1975, the $\tau$ lepton and its associated neutrino were discovered increasing the number of leptons to six [19]. Glashow’s lepton quark symmetry was ruined, but not for long because the heavy neutral $\Upsilon$ meson was discovered in 1977 [20]. The quark model explained this as a quark anti-quark bound state composed of a fifth quark, the beauty $b$ quark. In 1983 the first beauty mesons, $\bar{B}_0$ and $B^-$ were found by CLEO. [21]. B-physics studied at B-factories such as Belle and BaBar has been a very rich area of study ever since and as we will see important to our research as well.
Finally in 1995 the much anticipated top $t$ quark was found by the Tevatron [22] and restored Glashow’s symmetry with a total of six quarks and six leptons. This is not the last part of the story before we reach modern day physics and the Standard Model (SM).

The last part of our tale is the story of the intermediate vector bosons. When Fermi first provided his theory of beta decays in 1933, he treated it as a contact interaction. He used an effective interaction approach not dissimilar to the one we will use later. Because this interaction occurred in the theory at a single point, no mediator particle was necessary. This approximation approach worked well at low energies, but would need to be replaced by a full theory at high-energies. This would require a mediator particle called an intermediate vector boson.

The electro-weak theory of Glashow, Weinberg, and Salam also called the GWS theory was able to predict that there are three intermediate vector bosons for the weak force ($W^\pm$ and $Z$) with masses of $m_W = 82 \pm 2$ GeV and $m_Z = 92 \pm 2$ GeV [23]. These $W$ and $Z$ bosons were discovered in 1983 at the European Organization for Nuclear Research (CERN) by Carlo Rubbia’s group with measured masses of $m_W = 80.403 \pm 0.029$ GeV and $m_Z = 91.188 \pm 0.002$ GeV. This was a great achievement for physicists and further confirmed the validity of what had become known as the Standard Model.

We had the photon $\gamma$ as the mediator of the electromagnetic force, the $W^\pm$ and $Z$ to mediate the weak force, but what about the strong force? In view of the quark model and the fact that mesons are not elementary particles, but rather composite structures, Yukawa’s pion no longer looked like the fundamental mediator candidate we needed to mediate the strong force. Physicists instead asked what is the mediator of the strong force that binds quarks together to form hadrons? This intermediate vector boson was the gluon, which also carries color and therefore cannot exist as an isolated particle. Despite this they can and have been probed indirectly via deep inelastic scattering experiments and studies of inelastic scattering at high energies.

There was still one very important part of the SM that was missing. That was the Higgs
mechanism and its associated Higgs boson; the only scalar particle in the Standard Model. The Higgs mechanism was developed by Peter Higgs as well as Anderson, Brout, Englert, Guralnik, Hagen, Kibble, Landau, and ’t Hooft between 1962 and 1971 [24, 25]. It was of great importance in completing the SM as it is the mechanism by which the intermediate gauge bosons and SM fermions attain their masses. Without the Higgs mechanism the SM Lagrangian would not contain the mass terms for the gauge bosons and SM fermions, which we know are massive from experiment and would represent a major flaw in the SM if not present. The experimental discovery of a 125 GeV scalar particle now believed to be the Higgs boson at CERN’s Large Hadron Collider (LHC) provided experimental verification of the existence of the Higgs boson and completed the SM in 2012 [26].

The work of the past century has given us today’s Standard Model, which consists of six leptons, six quarks, four mediators, and the Higgs boson from which we may build the universe. There are clear indications that the SM is not a complete theory. It has difficulty explaining baryonogenesis, which is the process that produced the imbalance of matter and anti-matter in the Universe, and provides no viable candidate for dark matter. These are a couple of reasons why we search for new physics. It is possible that the SM is itself an effective theory; a low-energy approximation of a more fundamental and complete theory [27]. It is with this idea in mind that we can attempt to probe NP.

### 1.2 The Standard Model

The Standard Model is the culmination of particle physicists’ hard work throughout the 20th Century and is based on the $SU(3) \otimes SU(2) \otimes U(1)$ gauge group. From the view of the SM, all matter is made from three categories of particles: leptons, quarks, and mediators. The particle content of the SM is summarized in Table 1.1. The quarks and leptons are both separated into three generations or families. Each generation is organized by the mass of the particles with the lowest masses in the first generation and the highest masses in the third generation [1].

In the lepton sector we have six distinct spin-1/2 fermion particles. Each generation
<table>
<thead>
<tr>
<th>generations of fermions</th>
<th>gauge bosons</th>
<th>scalar bosons</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>II</td>
<td>III</td>
</tr>
<tr>
<td>quarks</td>
<td></td>
<td></td>
</tr>
<tr>
<td>u</td>
<td>c</td>
<td>t</td>
</tr>
<tr>
<td>up</td>
<td>charm</td>
<td>top</td>
</tr>
<tr>
<td>d</td>
<td>s</td>
<td>b</td>
</tr>
<tr>
<td>down</td>
<td>strange</td>
<td>bottom</td>
</tr>
<tr>
<td>leptons</td>
<td></td>
<td></td>
</tr>
<tr>
<td>e</td>
<td>μ</td>
<td>τ</td>
</tr>
<tr>
<td>electron</td>
<td>muon</td>
<td>tauon</td>
</tr>
<tr>
<td>ν_\text{e}</td>
<td>ν_\text{μ}</td>
<td>ν_\text{τ}</td>
</tr>
<tr>
<td>e-neutrino</td>
<td>μ-neutrino</td>
<td>τ-neutrino</td>
</tr>
</tbody>
</table>

Table 1.1: Elementary particles of the Standard Model [1]

contains a $Q = -1$ electrically charged lepton (e.g. $e$, $\mu$, $\tau$) and its associated neutral neutrino partner. The quark sector also contains six different flavored spin-$1/2$ fermion particles. The quarks have electric charges of $Q = -1/3$ for $d$, $s$, and $b$; and $Q = 2/3$ for $u$, $c$, and $t$. For each of these quarks and leptons there are antiparticles of opposite charge. In addition to having six flavors, the quarks come with three different color charges: red, green, and blue, which are named in analogy to the primary colors of visible light [1].

There are four mediator particles that mediate the electromagnetic, weak, and strong forces. The electromagnetic force is mediated by the photon $\gamma$, which is an electrically neutral massless spin one vector boson. The weak force is mediated by the massive spin one $W$ and $Z$ vector bosons. The $W$ boson can have an electric charge of $Q = \pm 1$ while the $Z$ boson is electrically neutral. The final spin one vector boson mediator particle is the massless and electrically neutral gluon $g$, which mediates the strong force. While the gluon is electrically neutral, it is not color neutral. It is a bi-colored particle which carries both color and anti-color. Ultimately this means that gluons come in eight different possible color states. The gluon makes for a more complicated (some might say more interesting) mediator than the photon as it not only mediates the strong force, but also interacts with the strong
force (i.e. itself).

The final piece of the SM puzzle is the scalar Higgs boson. The Higgs boson comes as a consequence of the Higgs mechanism, the means by which the $W$ and $Z$ gauge bosons and all of the SM fermions obtain mass. The SM is able to predict the masses of the $W$ and $Z$ gauge bosons, but not the fermions, which must be determined empirically from experimental data.

All of the particle interactions may be mathematically described by the Lagrangian of the Standard Model [24, 25, 28]

$$
\mathcal{L}_{SM} = -\frac{1}{4} \left( \bar{W}^{\mu \nu} \cdot \tilde{W}_{\mu \nu} + B^{\mu \nu} B_{\mu \nu} + G^{\mu \nu}_a G^a_{\mu \nu} \right)
+ \bar{\ell} \gamma^\mu \left( i \partial^\mu - g^ \frac{1}{2} \tau \cdot \tilde{W}^\mu - g' \frac{Y}{2} B^\mu \right) \ell + \bar{R} \gamma^\mu \left( i \partial^\mu - g'^ \frac{Y}{2} B^\mu \right) R
+ \left| \left( i \partial^\mu - g^ \frac{1}{2} \tau \cdot \tilde{W}^\mu - g' \frac{Y}{2} B^\mu \right) \phi \right|^2 - V(\phi)
+ g_s \bar{Q} G^a_{\mu \nu} Q - G_1 \bar{L} \phi R - G_2 \bar{L} \phi c R + h.c. .
$$

The first line of Eq. (1.1) represents the kinetic energies and self interactions of the $W$, $Z$, $\gamma$ and $g$ mediators. Where $\tilde{W}^{\mu \nu}$, $B^{\mu \nu}$, and $G^{\mu \nu}_a$ are the field strength tensors for the weak isospin, weak hypercharge, and QCD respectively. The second line of Eq. (1.1) represents the kinetic energies of the quarks and leptons and their interactions with the $W$, $Z$, $\gamma$ mediators. $\tilde{W}^\mu$ and $B^\mu$ are the $SU(2)$ and $U(1)$ gauge fields. $Y$ is the hypercharge for $U(1)$, $\tau$ are the Pauli matrices, and $g$ and $g'$ are the electroweak coupling constants. The $L$ and $R$ represent the left-handed doublets and right-handed singlets for leptons and quarks

$$
L = \begin{pmatrix}
  e \\
  \nu_e \\
  \mu \\
  \nu_\mu \\
  \tau \\
  (\nu_\tau) \\
  u \\
  (d) \\
  c \\
  (s) \\
  t \\
  (b)
\end{pmatrix}_L,
R = e_R, \mu_R, \tau_R, u_R, d_R, c_R, s_R, t_R, b_R.
$$

In line three of Eq. (1.1) are the terms that represent the couplings and masses of the
Figure 1.1: One loop diagram for the $\mu \to e\gamma$ decay mediated by neutrinos [30].

$W, Z, \gamma$, and the Higgs. Here $\phi$ is that Higgs scalar doublet and $V(\phi)$ is the Higgs potential. The last line of the SM Lagrangian describes the interactions of the quarks and gluons and the mass terms of fermions as well as their couplings to the Higgs boson. The constant $g_s$ is the strong coupling constant, $Q$ is the quark field spinor, and $t^a$ represents the Gell-Mann matrices where $a = 1–8$. Finally, $G_1$ and $G_2$ represent the appropriate Yukawa couplings and $\phi_c$ is another Higgs doublet constructed from $\phi$ by $\phi_c = -i\tau_2\phi^*$. The $\phi_c$ Higgs doublet is required to generate the masses of the upper members of the quark doublets.

Using this Lagrangian one may in principle calculate any physically allowed interaction for the SM degrees of freedom. This of course is not a complete picture of particle physics as there is much evidence for new physics. One clear and important example is neutrino oscillations, which imply massive neutrinos [1, 29]. In a pure SM neutrinos are massless and this leads to lepton family number conservation and therefore no neutrino oscillations or flavor changing neutral currents (FCNCs) for charge leptons (e.g. $\mu \to e$). This is not the case and so with a small extension of the SM to include neutrino masses, we generate FCNCs for charged leptons at loop level, Fig. (1.1) [30, 31, 32].

The branching ratio of this transition is [33]

$$B(\mu \to e\gamma) \approx \frac{\Gamma(\mu \to e\gamma)}{\Gamma(\mu \to e\nu\bar{\nu})} = \frac{3\alpha}{32\pi} \left( U_{\mu 3} U^*_e U_e 3 \frac{\Delta m^2_{31}}{M_W^2} + U_{\mu 2} U^*_e U_e 2 \frac{\Delta m^2_{21}}{M_W^2} \right)^2 \lesssim 10^{-54} \quad (1.3)$$
Here $\alpha$ is the electromagnetic coupling constant, $U_{\ell i}$ is a Pontecorvo-Maki-Nakagawa-Sakata (PMNS) matrix element, and $\Delta m_{ij}^2/m_W^2$ is the ratio of the difference between squared neutrino masses, $\Delta m_{ij}^2 \equiv m_{\nu_i}^2 - m_{\nu_j}^2$, and the W-boson mass squared. From solar neutrino and reactor experiments we know $\Delta m_{31}^2 \simeq 2 \times 10^{-3}$ eV$^2$ and $\Delta m_{21}^2 \simeq 8 \times 10^{-5}$ eV$^2$ [34]. Taking the ratio of this to $m_W^2$, where $m_W = 80$ GeV, reveals that $\Delta m_{31}^2/m_W^2 \sim 10^{-25}$ and $\Delta m_{21}^2/m_W^2 \sim 10^{-26}$. Therefore it is ultimately the ratio $\Delta m_{ij}^2/m_W^2$ that causes this mechanism of charged lepton flavor violation (CLFV) to be highly suppressed as shown in Eq. (1.3). If we see CLFV, it will not be a SM process, but instead some form of new physics (NP).

1.3 Effective Field Theory

The effective field theory (EFT) approach is a rich and interesting topic with applications throughout physics. Entire books have been written about it (e.g. [27]). Here we summarize only the most general and relevant details required for the reader to gain a basic understanding of its application in the following Chapters.

EFTs take advantage of the naturally occurring separation of scales that appear in physics. One would not find it practical to describe the position and velocity of an automobile using quantum mechanics, which is best equipped to describe these observables on the scale of particles not cars. That is not to say that quantum mechanical principles are not present at macroscopic scales, just that their effects are averaged over so much that we do not perceive them. EFT uses this separation of scales to its advantage [27].

The only degrees of freedom that are relevant to the problem one is attempting to understand are the ones necessary to perform the calculation. For our work this means that only fields that are below the scale of particle physics that we probe should remain in the theory. The removed particles are said to be integrated out in reference to the formal procedure from the path integral formulation of quantum field theory. In practical calculations, such as our work, the formal procedure is unnecessary. The integrated out particles do not disappear in entirety. Their participation in interactions is limited by quantum theory to creation and
destruction on very short distance scales. A classic example of an EFT is the Fermi theory of beta decay \( n \rightarrow p e \nu_e \) in which the \( W \)-boson is integrated out of the theory \cite{25,27}.

Our application of effective field theory will deal with infrared or low energy degrees of freedom. The EFT is mathematically described by an effective Lagrangian, which contains local operators that are written in terms of the available infrared degrees of freedom. So long as this Lagrangian contains the most general set of operators allowed under the symmetries of the full theory, the S-matrix elements derived from it will also be the most general possible. This would be a great number of operators (infinite in general) and so we must employ a proper power counting scheme to organize the operators to avoid calculating an infinite number of contributions \cite{27}.

The relevant power counting scheme for our purposes is simply to count the operator dimension. These operators form an infinite series of increasingly higher dimension with each term in the series associated with increasing powers of \( 1/\Lambda \). \( \Lambda \) being the scale associated with the UV complete theory described at low energies by the effective Lagrangian

\[
\mathcal{L} = \mathcal{L}_{\dim 4} + \frac{\mathcal{L}_{\dim 5}}{\Lambda} + \frac{\mathcal{L}_{\dim 6}}{\Lambda^2} + \cdots.
\]  

Because the scale \( \Lambda \) is much larger than the low energy scale at which we are working with the effective theory, we may neglect the higher dimension terms as corrections. Although the series in Eq. (1.4) is infinite, the individual terms \( \mathcal{L}_{\dim i} \) contain a finite number of operators of dimension \( i \). Each of these operators would be multiplied by an unknown coefficient called a Wilson coefficient (WC). If the complete UV theory is known, these coefficients may be calculated by a process known as matching. This is because one sets equal or matches the results of the full and effective theories.

In many cases the full UV complete theory is unknown and although we may not be able to find the Wilson coefficients through matching, we do know that the higher scale physics is encoded upon them. We can therefore learn about the UV complete theory using empirical data from experiments to calculate or constrain the numerical values of the WCs.
1.4 Lepton Flavor Violating Decays Using Standard Model Effective Field Theory

Flavor-changing neutral current (FCNC) interactions serve as a powerful probe of physics beyond the standard model (BSM). Since no operators generate FCNCs in the Standard Model at tree level, new physics degrees of freedom can effectively compete with the SM particles running in the loop graphs, making their discovery possible. Of course this is only true provided the BSM models include flavor-violating interactions 35, 36.

The observation of charged lepton flavor violating (CLFV) transitions would provide especially clean probes for new physics. This is because as we saw in Sect. 1.2 in the Standard Model with massive neutrinos, the CLFV transitions are suppressed by the powers of $\Delta m^2_{ij}/m^2_W$, which renders the predictions for their transition rates vanishingly small, e.g. $\mathcal{B}(\mu \to e\gamma)_{\nu SM} \sim 10^{-54}$ 33. There are indeed many well-established new physics models (see, e.g. 37, 38, 39, 40, 41) that meet this opportunity and predict charged lepton flavor violating (CLFV) transition rates that are significantly larger than the Standard Model rates 37.

Currently operating and future B-factories, such as LHCb and Belle-II, will be accumulating significant amounts of beauty and charm decay data. These large data sets will be quite useful in studies of the decay rates of bottomonium and charmonium and the extremely small decay rates of $B$ and $D$ mesons, which could probe new physics (NP) at unprecedentedly high energy scales. In particular, studies of vector and pseudoscalar meson ($M = V, P$) decays such as: $V = \Upsilon, J/\psi$, and excited states; and $P = \eta_b, \eta_c, B^0_q, \bar{B}^0$, and $K^0$ into the final states containing charged leptons of different flavors such as $M \to \ell_1 \bar{\ell}_2$ and $M \to \gamma \ell_1 \bar{\ell}_2$ could be performed.

A convenient way to describe CLFV transitions in low energy experiments is by introducing an effective Lagrangian, $\mathcal{L}_{\text{eff}}$. Such a Lagrangian is a convenient parameterization

---

3 The remainder of this document draws directly from journal papers written with Alexey A. Petrov in Refs. 35, 36.
of all new physics models that include lepton flavor violation with the details of the models encoded in the Wilson coefficients of $\mathcal{L}_{\text{eff}}$, which are obtained by matching the effective Lagrangian to a given BSM model at the new physics scale $\Lambda$ [27]. This Lagrangian is required to be invariant under the unbroken symmetry groups $SU(3)_c \otimes U(1)_{\text{em}}$ below the electroweak symmetry breaking scale. At the low scale for which a given process occurs the effective operators would exhibit the relevant Standard Model degrees of freedom with the effective operators written completely using quarks ($q_i = b, c, s, u, d$) and leptons ($\ell_i = \tau, \mu, e$). In what follows, we assume that top quarks are integrated out of the theory, and we do not consider neutrinos. The effective Lagrangian $\mathcal{L}_{\text{eff}}$ that involves CLFV may be written as

$$\mathcal{L}_{\text{eff}} = \mathcal{L}_{\ell q} + \mathcal{L}_D + \mathcal{L}_G + \cdots,$$

(1.5)

where $\mathcal{L}_D$ is a dipole part, $\mathcal{L}_{\ell q}$ is the part that contains four-fermion interactions, and $\mathcal{L}_G$ is the gluonic part. Here the ellipses denote effective operators that are not relevant for the following analysis. We are interested in the decays of electrically-neutral vector, pseudo-scalar, and scalar mesons to flavor-off-diagonal lepton pairs and other particles. This includes decays of quarkonia, which are $q \bar{q}$ mesons, and the pseudo-scalar mesons $B_q^0$, $\bar{D}^0$, and $K^0$, which are composed of one heavy quark and one light quark. The transitions for the $B_q^0$, $\bar{D}^0$, and $K^0$ mesons involve FCNC interactions on both quark and lepton sides, while quarkonia only have a FCNC on the lepton side.

The dipole part of Eq. (1.5), which could contribute to two-body vector decays, $V \rightarrow \ell_1 \bar{\ell}_2$ and radiative decays $M \rightarrow \gamma \ell_1 \bar{\ell}_2$ is written as [42]

$$\mathcal{L}_D = -\frac{m_2}{\Lambda^2} \left[ \left( C_{D R}^{\ell_1 \ell_2} \bar{\ell}_1 \sigma^{\mu \nu} P_L \ell_2 + C_{D L}^{\ell_1 \ell_2} \bar{\ell}_1 \sigma^{\mu \nu} P_R \ell_2 \right) F_{\mu \nu} + h.c. \right].$$

(1.6)

The WCs of $\mathcal{L}_D$ have been well constrained in leptonic LFV decays [37].

Note that it is known that the quark FCNC transitions, at least in the decays of down-type quarks, are dominated by the SM contributions. For instance, the dipole operator
describing $q_1 \rightarrow q_2 \gamma$ can be written as \[46\]

$$
L_{\text{peng}} = \frac{G_F}{\sqrt{2}} \sum_q \lambda_q^P C_{7} \frac{\sqrt{4\pi\alpha}}{\pi^2} m_{q_1} \bar{q}_1 \sigma_{\mu\nu} (1 + \gamma_5) F^{\mu\nu} q_2 + \text{h.c.}
$$

(1.7)

Here $\lambda_q^P = V_{qq_2} V_{q_1q}^*$ denotes the appropriate Cabibbo-Kobayashi-Maskawa (CKM) matrix elements, $m_{q_1}$ is the heavier quark, and $C_{7}$ is the corresponding Wilson coefficient \[46\].

The four-fermion dimension-six lepton-quark part of the effective Lagrangian, Eq. (1.5), takes the form \[42\]:

$$
L_{\ell q} = - \frac{1}{\Lambda^2} \sum_{q_1, q_2} \left[ \left( C_{V_{R}}^{q_1q_2\ell_1\ell_2} \bar{\ell_1} \gamma^\mu P_R \ell_2 + C_{V_{L}}^{q_1q_2\ell_1\ell_2} \bar{\ell_1} \gamma^\mu P_L \ell_2 \right) \bar{q}_1 \gamma_\mu q_2 \\
+ \left( C_{A_{R}}^{q_1q_2\ell_1\ell_2} \bar{\ell_1} \gamma^\mu P_R \ell_2 + C_{A_{L}}^{q_1q_2\ell_1\ell_2} \bar{\ell_1} \gamma^\mu P_L \ell_2 \right) \bar{q}_1 \gamma_\mu \gamma_5 q_2 \\
+ m_2 m_{q_h} \frac{G_F}{\Lambda} \left( C_{S_{R}}^{q_1q_2\ell_1\ell_2} \bar{\ell_1} P_L \ell_2 + C_{S_{L}}^{q_1q_2\ell_1\ell_2} \bar{\ell_1} P_R \ell_2 \right) \bar{q}_1 q_2 \\
+ m_2 m_{q_h} \frac{G_F}{\Lambda} \left( C_{T_{R}}^{q_1q_2\ell_1\ell_2} \bar{\ell_1} \sigma^{\mu\nu} P_L \ell_2 + C_{T_{L}}^{q_1q_2\ell_1\ell_2} \bar{\ell_1} \sigma^{\mu\nu} P_R \ell_2 \right) \bar{q}_1 \sigma_{\mu\nu} q_2 + \text{h.c.} \right].
$$

(1.8)

Here $m_{q_h}$ is the mass of the heavier quark ($m_{q_h} = \max\{m_{q_1}, m_{q_2}\}$) and $P_{R,L} = (1 \pm \gamma_5)/2$ is the right (left) chiral projection operator. In general the Wilson coefficients would be different for different lepton flavors $\ell_i$ and quark flavors $q_i$. For a thorough discussion on how to form a complete operator basis see Refs. \[42, 43, 44, 45\].

We note that the tensor operators (see the last line of Eq. (1.8)) are often omitted when constraints on the Wilson coefficients in Eq. (1.8) are derived (see, e.g. \[42\]). It should be clarified that those operators are no less motivated than others in Eq. (1.8). For example, they would be induced from Fierz rearrangement of operators of the type $O \sim (\bar{q} \ell_2) (\bar{\ell_1} q)$ that often appear in leptoquark models. Also, as we shall see later, the experimental constraints on those coefficients follow from studying vector meson decays, where the best information on LFV transitions in quarkonia is available.

The dimension seven gluonic operators can be either generated by some high scale physics
or by integrating out heavy quark degrees of freedom \[42, 47\],

\[
\mathcal{L}_G = -\frac{m_2 G_F}{\Lambda^2} \beta_L \left[ \left(C_{GR}^{\ell_1 \ell_2} \bar{\ell}_1 P_L \ell_2 + C_{GL}^{\ell_1 \ell_2} \bar{\ell}_1 P_R \ell_2 \right) G_{\mu \nu}^a G^{a \mu \nu} + \left(C_{GR}^{\ell_1 \ell_2} \bar{\ell}_1 P_L \ell_2 + C_{GL}^{\ell_1 \ell_2} \bar{\ell}_1 P_R \ell_2 \right) \tilde{G}_{\mu \nu}^a \tilde{G}^{a \mu \nu} + \text{h.c.} \right]. \tag{1.9}
\]

Here \( \beta_L = -9\alpha_s^2/(2\pi) \) is defined for the number of light active quark flavors, \( L \), relevant to the scale of the process, which we take \( \mu \approx 2 \text{ GeV} \). All Wilson coefficients should also be calculated at the same scale. \( G_F \) is the Fermi constant and \( \tilde{G}_{\mu \nu}^a \) is a dual to the gluon field strength tensor \[42\].

The experimental constraints on the Wilson coefficients of effective operators in \( \mathcal{L}_{\text{eff}} \) could be obtained from a variety of LFV decays (see e.g. \[37\] for a review). Deriving constraints on those Wilson coefficients usually involves an assumption that only one of the effective operators dominates the result. This is not necessarily so in many particular UV completions of the LFV EFTs, so certain cancellations among contributions of various operators are possible. Nevertheless, single operator dominance is a useful theoretical assumption in placing constraints on the parameters of \( \mathcal{L}_{\text{eff}} \).

In Chapters 2 and 3 we argue that most of the Wilson coefficients of the effective Lagrangian in Eq. (1.5) for different \( \ell_i \) could be determined from experimental data on quarkonium and heavy pseudoscalar meson (\( B_q^0, \bar{D}^0, \text{and} \ K^0 \)) decays. In particular, we consider two- and three-body decays of the mesons with differing quantum numbers and with quarks of various flavors such as \( \Upsilon(nS) \rightarrow \ell_1 \bar{\ell}_2, \ \Upsilon(nS) \rightarrow \gamma \ell_1 \bar{\ell}_2, \) etc. We highlight the fact that restricted kinematics of the two-body transitions would allow us to select operators with particular quantum numbers significantly reducing the reliance on the single operator dominance assumption. Finally, we shall argue that studies of radiative lepton flavor violating (RLFV) decays of vector quarkonia could provide important complementary access to study \( \mathcal{L}_{\text{eff}} \). Similarly RLFV decays of pseudoscalar mesons \( B_q^0, \bar{D}^0, \text{and} \ K^0, \) can provide complementary access to operators of type \( O \sim (\ell_1 \bar{\ell}_2) (\bar{q}q), \) where there is only a FCNC on the
lepton side and primary access to vector and tensor operators of type \( \mathcal{O} \sim (\ell_1 \bar{\ell}_2) (\bar{q}_1 q_2) \), where there are FCNCs on both the quark and lepton sides.

Note that here we only consider short distance effects in kaon decays. In the SM long distance effects on decays such as \( K^{0}_{L(S)} \to \gamma \ell \bar{\ell} \) dominate the dynamics [48]. In light of this, our kaon results may be modified by long distance effects. Unlike \( K^0 \), the \( B^0_q \) and \( D^0 \) mesons are not expected to be greatly modified by long distance effects as they are not known to dominate their dynamics in rare SM decays.

We shall provide calculations of the relevant decay rates and establish constraints, where experimental data are available, on Wilson coefficients of effective operators of the Lagrangian \( \mathcal{L}_{\text{eff}} \) of Eq. (1.5). In the following chapters we assume CP-conservation, which implies that all Wilson coefficients will be treated as real numbers. We also use the convention that the subscript of “1” denotes the lighter lepton and the subscript “2” denotes the heavier lepton. In studying branching ratios we assume that for a meson, \( M \), the branching fraction \( \mathcal{B}(M \to \ell_1 \ell_2) = \mathcal{B}(M \to \bar{\ell}_1 \ell_2) + \mathcal{B}(M \to \ell_1 \bar{\ell}_2) \), unless specified otherwise. Finally, it is important to note that some of the two-body and all of the three-body transitions have yet to be experimentally studied. Numerical constraints on some Wilson coefficients of the effective Lagrangian, \( \mathcal{L}_{\text{eff}} \), from these unstudied decays are not yet available.
CHAPTER 2: TWO-BODY LEPTON FLAVOR VIOLATING DECAYS

2.1 Vector Quarkonium Decays $V \to \ell_1 \ell_2$

There is abundant experimental information on flavor off-diagonal leptonic decays of vector quarkonia, both from the ground and excited states [34]. This information can be effectively converted to experimental bounds on Wilson coefficients of vector and tensor operators in Eq. (1.8), as well as on those of the dipole operators of Eq. (1.6). Those Wilson coefficients can then be related to model parameters of explicit realizations of UV completions of effective Lagrangian in Eq. (1.5). The examples of particular new physics models that have been previously suggested to be constrained using vector meson decays $V \to \ell_1 \ell_2$ include, e.g. [49, 50] (for $Z'$ scenarios), [38, 39, 40] (for R-parity violating supersymmetric models), and [51, 52, 53] for other approaches.

One can find a general amplitude expression for $V \to \ell_1 \ell_2$ by considering the initial and final states. The presence of the vector meson in the initial state implies the amplitude must contain an associated polarization vector $\varepsilon^\mu(p)$. The lepton and anti-lepton in the final state will require $\bar{u}(p_1, s_1)$ and $v(p_2, s_2)$ spinors to be present in the amplitude. There is a free index on the polarization vector that must be contracted with the matrix element between the spinors. We therefore conclude the amplitude must be of the form $\bar{u}(p_1, s_1) M_{\mu} v(p_2, s_2) \varepsilon^\mu(p)$.

Now we must consider what structures can contribute to the matrix $M_{\mu}$. Our options are the meson momentum $p^\mu$, the first lepton momentum $p_1^\mu$, the second anti-lepton momentum $p_2^\mu$, and the Dirac bilinears: $1, \gamma_5, \gamma^\mu$ and $\gamma^\mu \gamma_5$. We know that $p^\mu \varepsilon_\mu(p) = 0$ for on-shell vector bosons, so we can drop terms associated with $p^\mu$. When writing the general amplitude we should consider the $(p_2 + p_1)^\mu$ and $(p_2 - p_1)^\mu$ combinations of the final state momenta. The terms proportional to combination $(p_2 + p_1)^\mu$ can be dropped because it is equal to $p^\mu$ due to momentum conservation and $p^\mu \varepsilon_\mu(p) = 0$. This leads us to four possible composite structures built from the allowed momenta and Dirac bilinears: $(p_2 - p_1)^\mu$, $(p_2 - p_1)^\mu \gamma_5$, $\gamma^\mu$, and $\gamma^\mu \gamma_5$. 
Table 2.1: Available experimental upper bounds on $B(V \to \ell_1 \ell_2)$ and $B(\ell_2 \to \ell_1 \gamma)$ \[34, 54\]. Center dots signify that no experimental constraints are available and “FPS” means that the transition is forbidden by available phase space. Charge averages of the final states are always assumed \[35\].

The most general expression for the $V \to \ell_1 \ell_2$ decay amplitude can be written as

$$A(V \to \ell_1 \ell_2) = \overline{\pi}(p_1, s_1) \left[ A_V^{\ell_1 \ell_2} \gamma_\mu + B_V^{\ell_1 \ell_2} \gamma_\mu \gamma_5 + \frac{C_V^{\ell_1 \ell_2}}{m_V} (p_2 - p_1)_\mu + \frac{iD_V^{\ell_1 \ell_2}}{m_V} (p_2 - p_1)_\mu \gamma_5 \right] v(p_2, s_2) e^\mu(p).$$

(2.1)

$A_V^{\ell_1 \ell_2}$, $B_V^{\ell_1 \ell_2}$, $C_V^{\ell_1 \ell_2}$, and $D_V^{\ell_1 \ell_2}$ are dimensionless constants which depend on the underlying Wilson coefficients of the effective Lagrangian of Eq. (1.5) as well as on hadronic effects associated with meson-to-vacuum matrix elements or decay constants.

The amplitude of Eq. (2.1) leads to the branching fraction, which is convenient to represent in terms of the ratio:

$$\frac{B(V \to \ell_1 \ell_2)}{B(V \to e^+e^-)} = \left( \frac{m_V}{4\pi \alpha f_V Q_q} \right)^2 \left[ \left( |A_V^{\ell_1 \ell_2}|^2 + |B_V^{\ell_1 \ell_2}|^2 \right) + \frac{1}{2} \left( 1 - 2y^2 \right) \left( |C_V^{\ell_1 \ell_2}|^2 + |D_V^{\ell_1 \ell_2}|^2 \right) + y \text{ Re} \left( A_V^{\ell_1 \ell_2} C_V^{\ell_1 \ell_2 \ast} + iB_V^{\ell_1 \ell_2} D_V^{\ell_1 \ell_2 \ast} \right) \right].$$

(2.2)

Here $\alpha$ is the fine structure constant, we set $y = m_2/m_V$, and we neglected the mass of the lighter of the two leptons. The form of the coefficients $A_V^{\ell_1 \ell_2}$ to $D_V^{\ell_1 \ell_2}$ depends on the initial
state meson. For example, for $V = \Upsilon(nS)$ ($b\bar{b}$ states), $\psi(nS)$ ($c\bar{c}$ states), or $\phi$ ($s\bar{s}$ state), the coefficients are:

$$
A_{V}^{{\ell}_1{\ell}_2} = \frac{f_{V}m_{V}}{\Lambda^{2}} \left[ \sqrt{4\pi\alpha} \, Q_{q}y^{2} \left( C_{{DL}_{1}}^{l} + C_{{DL}_{2}}^{l} \right) + \kappa_{V} \left( C_{{VL}_{1}}^{q} + C_{{VL}_{2}}^{q} \right) + 2y^{2}\kappa_{V} \frac{f_{T}}{f_{V}} G_{F}m_{q} \left( C_{{TL}_{1}}^{q} + C_{{TR}_{2}}^{q} \right) \right],
$$

$$
B_{V}^{{\ell}_1{\ell}_2} = \frac{f_{V}m_{V}}{\Lambda^{2}} \left[ - \sqrt{4\pi\alpha} \, Q_{q}y^{2} \left( C_{{DL}_{1}}^{l} - C_{{DL}_{2}}^{l} \right) - \kappa_{V} \left( C_{{VL}_{1}}^{q} - C_{{VL}_{2}}^{q} \right) - 2y^{2}\kappa_{V} \frac{f_{T}}{f_{V}} G_{F}m_{q} \left( C_{{TL}_{1}}^{q} - C_{{TR}_{2}}^{q} \right) \right],
$$

$$
C_{V}^{{\ell}_1{\ell}_2} = \frac{f_{V}m_{V}}{\Lambda^{2}} \frac{y}{\sqrt{4\pi\alpha}} Q_{q} \left( C_{{DL}_{1}}^{l} + C_{{DL}_{2}}^{l} \right) + 2\kappa_{V} \frac{f_{T}}{f_{V}} G_{F}m_{q} \left( C_{{TL}_{1}}^{q} + C_{{TR}_{2}}^{q} \right),
$$

$$
D_{V}^{{\ell}_1{\ell}_2} = i \frac{f_{V}m_{V}}{\Lambda^{2}} \frac{y}{\sqrt{4\pi\alpha}} Q_{q} \left( C_{{DL}_{1}}^{l} - C_{{DL}_{2}}^{l} \right) - 2\kappa_{V} \frac{f_{T}}{f_{V}} G_{F}m_{q} \left( C_{{TL}_{1}}^{q} - C_{{TR}_{2}}^{q} \right).
$$

Here $Q_{q} = (2/3, -1/3)$ is the charge of the quark $q$ and $\kappa_{V} = 1/2$ is a constant for pure $q\bar{q}$ states. The $\kappa$ constants are introduced purely for the purpose of writing concise equations. Different meson states have different quark flavor mixing which contribute to the different numerical factors of $\kappa$ for various initial states. It is a good approximation to drop terms proportional to $y^{2}$ in Eq. (2.3) for the heavy quarkonium states. Inspecting the ratio in Eq. (2.2), one immediately infers that the best constraints could be placed on the four-fermion coefficients, $C_{{V}_{L}}^{q{\ell}_1{\ell}_2}$ and $C_{{V}_{R}}^{q{\ell}_1{\ell}_2}$, as no final state lepton mass suppression exists for those coefficients. Yet, constraints on the the dipole coefficients, $C_{{DL}_{1}}^{l}(C_{{DL}_{2}}^{l})$, are also possible in this case. This would provide NP constraints that are complementary to the ones obtained from the lepton decay experiments, especially for $\ell = \tau$, obtained in the radiative $\tau \to \mu(e)\gamma$ decays.

The constraints on the Wilson coefficients of tensor operators, $C_{{T}_{L}}^{q{\ell}_1{\ell}_2}(C_{{T}_{R}}^{q{\ell}_1{\ell}_2})$, in Eq. (2.3)
Table 2.2: Vector meson decay constants used in the calculation of branching ratios $B(V \to \ell_1 \ell_2)$. The transverse decay constants are set $f_T^V = f_V$ except for $J/\psi$, which has $f_T^{J/\psi} = 410 \pm 10$ MeV \textsuperscript{[35, 51, 55, 56, 57, 58, 59].}

\[
\begin{array}{cccccccc}
\text{State} & \Upsilon(1S) & \Upsilon(2S) & \Upsilon(3S) & J/\psi & \psi(2S) & \phi & \rho(\omega) \\
\hline
f_V, \text{MeV} & 649 \pm 31 & 481 \pm 39 & 539 \pm 84 & 418 \pm 9 & 294 \pm 5 & 241 \pm 18 & 209.4 \pm 1.5 \\
\end{array}
\]

also depend on the ratio of meson decay constants,

\[
\begin{align*}
\langle 0 | \bar{q} \gamma^\mu q | V(p) \rangle &= f_V m_V \varepsilon^\mu(p), \\
\langle 0 | \bar{q} \sigma^{\mu\nu} q | V(p) \rangle &= i f_T^V (\varepsilon^\nu p^\mu - p^\mu \varepsilon^\nu),
\end{align*}
\]

where $\varepsilon^\mu(p)$ is the $V$-meson polarization vector, and $p$ is its momentum \textsuperscript{[55].}

While the decay constants, $f_V$, are known, both experimentally from leptonic decays and theoretically from lattice or QCD sum rule calculations, for a variety of states $V$, the tensor (transverse) decay constant, $f_T^V$, has only recently been calculated for the charmonium $J/\psi$ state with the result $f_T^{J/\psi}(2 \text{ GeV}) = (410 \pm 10)$ MeV \textsuperscript{[55]. In the absence of the estimate for $f_T^V$, we follow the suggestion made in Ref. \textsuperscript{[60] and assume that $f_T^V = f_V$. This seems to be the case for the $J/\psi$ state \textsuperscript{[55] to better than 10 \%. We present numerical values of the decay constants in Table 2.2. Note that the ratio of Eq. (2.2) is largely independent of the values of the decay constants due to the choice of normalization.

Choosing other initial states would make it possible to constrain other combinations of the Wilson coefficients in Eq. (1.5). This is important for the NP models where several LFV operators would contribute, especially in the case where no operator gives \textit{a priori} dominant
contribution. For example, choosing $V = \rho$ meson with $\rho \sim (u\bar{u} - d\bar{d})/\sqrt{2}$ gives:

\[
A_{\rho}^{e\mu} = \frac{f_{\rho}m_{\rho}}{\Lambda^2} \frac{y^2}{\sqrt{2}} \sqrt{2\pi\alpha} (Q_u - Q_d) \left( C_{\ell_1\ell_2}^{DL} + C_{\ell_1\ell_2}^{LR} \right), \\
B_{\rho}^{e\mu} = -\frac{f_{\rho}m_{\rho}}{\Lambda^2} \frac{y^2}{\sqrt{2}} \sqrt{2\pi\alpha} (Q_u - Q_d) \left( C_{\ell_1\ell_2}^{DL} - C_{\ell_1\ell_2}^{LR} \right), \\
C_{\rho}^{e\mu} = \frac{f_{\rho}m_{\rho}}{\Lambda^2} \frac{y^2}{\sqrt{2}} \sqrt{2\pi\alpha} (Q_u - Q_d) \left( C_{\ell_1\ell_2}^{DL} + C_{\ell_1\ell_2}^{LR} \right), \\
D_{\rho}^{e\mu} = -i\frac{f_{\rho}m_{\rho}}{\Lambda^2} \frac{y^2}{\sqrt{2}} \sqrt{2\pi\alpha} (Q_u - Q_d) \left( C_{\ell_1\ell_2}^{DL} - C_{\ell_1\ell_2}^{LR} \right).
\]

(2.5)

Here we imposed isospin symmetry on the NP operators and their coefficients, which resulted in the cancellation of the four-fermion operator contribution. The $\rho$ meson is kinematically restricted to decay to $\mu e$ and no other LFV products, so only $\mu e$ operators can be constrained in this channel. The corresponding results for $V = \omega \sim (u\bar{u} + d\bar{d})/\sqrt{2}$ decay can be obtained from Eq. (2.3) by substituting $Q_q \rightarrow (Q_u + Q_d)/\sqrt{2}$ and using $\kappa_\omega = 1/\sqrt{2}$. Again, the restricted kinematics of the decay implies that only $\mu e$ operators interacting with up and down quarks can be constrained. Since we imposed isospin symmetry, it is convenient to use $m_q = (m_u + m_d)/2$.

Contrasting Eq. (2.2) with the experimental data from Ref. [34] we can constrain the Wilson coefficients of the Lagrangian Eq. (1.5). Assuming single operator dominance, the results can be found in Table 2.3. The Wilson coefficients of dipole operators can be found in Table 2.4.

It is important to note that some of the bounds presented in Tables 2.3 and 2.4 are rather weak and might not even look physically meaningful, especially the ones coming from $\phi$ decays. In fact, assuming Wilson coefficients $C \sim 1$ seems to imply that new physics scale $\Lambda/\sqrt{C}$ only extends to several MeVs, clearly breaking the EFT paradigm that assumes local operators up to the scales of several TeVs! A correct interpretation of those entries in Tables 2.3 and 2.4 is that existing data simply does not allow to place strong constraints on the combination Wilson coefficients. This is rather common in EFT analyses of new physics phenomena, see e.g. [61].
Table 2.3: Constraints on the Wilson coefficients of four-fermion operators. Center dots signify that no experimental data are available to produce a constraint; “FPS” means that the transition is forbidden by phase space. The vector operators will always be better constrained relative to the tensor operators via this decay channel due to the chiral suppression of the tensor operators. Note that no experimental data is available for higher excitations of $\psi$.\[35\]

<table>
<thead>
<tr>
<th>Wilson coefficient $(GeV^{-2})$</th>
<th>Leptons</th>
<th>Initial state (quark)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$</td>
<td>C_{VL}^{q_1 q_2}/\Lambda^2</td>
<td>$</td>
</tr>
<tr>
<td>$</td>
<td>C_{VR}^{q_1 q_2}/\Lambda^2</td>
<td>$</td>
</tr>
<tr>
<td>$</td>
<td>C_{TL}^{q_1 q_2}/\Lambda^2</td>
<td>$</td>
</tr>
<tr>
<td>$</td>
<td>C_{TR}^{q_1 q_2}/\Lambda^2</td>
<td>$</td>
</tr>
<tr>
<td>$</td>
<td>C_{VL}^{q_1 q_2}/\Lambda^2</td>
<td>$</td>
</tr>
<tr>
<td>$</td>
<td>C_{VR}^{q_1 q_2}/\Lambda^2</td>
<td>$</td>
</tr>
<tr>
<td>$</td>
<td>C_{TL}^{q_1 q_2}/\Lambda^2</td>
<td>$</td>
</tr>
<tr>
<td>$</td>
<td>C_{TR}^{q_1 q_2}/\Lambda^2</td>
<td>$</td>
</tr>
<tr>
<td>$</td>
<td>C_{TL}^{q_1 q_2}/\Lambda^2</td>
<td>$</td>
</tr>
<tr>
<td>$</td>
<td>C_{TR}^{q_1 q_2}/\Lambda^2</td>
<td>$</td>
</tr>
</tbody>
</table>

Table 2.4: Constraints on the dipole Wilson coefficients from the $1^{-+}$ quarkonium decays and radiative lepton transitions $\ell_2 \rightarrow \ell_1 \gamma$. Center dots signify that no experimental data are available to produce a constraint; “FPS” means that the transition is forbidden by phase space.\[35\]

<table>
<thead>
<tr>
<th>Wilson coefficient $(GeV^{-2})$</th>
<th>Leptons</th>
<th>Initial state</th>
</tr>
</thead>
<tbody>
<tr>
<td>$</td>
<td>C_{DL}^{q_1 q_2}/\Lambda^2</td>
<td>$</td>
</tr>
<tr>
<td>$</td>
<td>C_{DR}^{q_1 q_2}/\Lambda^2</td>
<td>$</td>
</tr>
<tr>
<td>$</td>
<td>C_{DL}^{q_1 q_2}/\Lambda^2</td>
<td>$</td>
</tr>
<tr>
<td>$</td>
<td>C_{DR}^{q_1 q_2}/\Lambda^2</td>
<td>$</td>
</tr>
<tr>
<td>$</td>
<td>C_{DL}^{q_1 q_2}/\Lambda^2</td>
<td>$</td>
</tr>
<tr>
<td>$</td>
<td>C_{DR}^{q_1 q_2}/\Lambda^2</td>
<td>$</td>
</tr>
<tr>
<td>$</td>
<td>C_{DL}^{q_1 q_2}/\Lambda^2</td>
<td>$</td>
</tr>
<tr>
<td>$</td>
<td>C_{DR}^{q_1 q_2}/\Lambda^2</td>
<td>$</td>
</tr>
<tr>
<td>$</td>
<td>C_{DL}^{q_1 q_2}/\Lambda^2</td>
<td>$</td>
</tr>
<tr>
<td>$</td>
<td>C_{DR}^{q_1 q_2}/\Lambda^2</td>
<td>$</td>
</tr>
<tr>
<td>$</td>
<td>C_{DL}^{q_1 q_2}/\Lambda^2</td>
<td>$</td>
</tr>
<tr>
<td>$</td>
<td>C_{DR}^{q_1 q_2}/\Lambda^2</td>
<td>$</td>
</tr>
<tr>
<td>$</td>
<td>C_{DL}^{q_1 q_2}/\Lambda^2</td>
<td>$</td>
</tr>
<tr>
<td>$</td>
<td>C_{DR}^{q_1 q_2}/\Lambda^2</td>
<td>$</td>
</tr>
<tr>
<td>$</td>
<td>C_{DL}^{q_1 q_2}/\Lambda^2</td>
<td>$</td>
</tr>
<tr>
<td>$</td>
<td>C_{DR}^{q_1 q_2}/\Lambda^2</td>
<td>$</td>
</tr>
</tbody>
</table>

\[35\]
Looking at Eq. (2.3) one sees that there is a practical limitation on the two-body vector meson decays. Only a subset of the Wilson coefficients is selected by the quantum numbers of the initial state and can be probed. This fact can be turned into virtue if experimental information on LFV decays of quarkonium states with other quantum numbers is available.

### 2.2 Pseudo-scalar Quarkonium Decays $P \rightarrow \ell_1 \ell_2$

Constraints on other Wilson coefficients of the effective Lagrangian in Eq. (1.5) could be obtained by considering decays of pseudoscalar mesons with quantum numbers $J^{PC} = 0^{--}$, which include states like $\eta_{b(c)}$, $\eta'_{c}$, and their excitations. These decays would be sensitive to axial and pseudoscalar operators without flavor changes in the quark currents, providing information about $C^{q\ell_1\ell_2}_{PL}(C^{q\ell_1\ell_2}_{PR})$ and/or $C^{q\ell_1\ell_2}_{AL}(C^{q\ell_1\ell_2}_{AR})$ in Eq. (1.8) as well as to gluonic operators of Eq. (1.9). The $\eta_{b(c)}$ states could be abundantly produced at the LHCb experiment directly in gluon-gluon fusion interactions [62]. In case of the $\eta_c$ and its excitations, another production mechanism would include non-leptonic $B$-decays, as the corresponding branching ratios for non-leptonic $B$ decays into $\eta_c$ and kaons are reasonably large, of order of per mille [34].

Following a similar method to the decays of vector mesons considered in Sect. 2.1, one can write the most general expression for the $P \rightarrow \ell_1 \ell_2$ decay. In the case of the decay of a pseudoscalar, there is no polarization vector, but we still have the two spinors $\bar{u}(p_1, s_1)$ and $v(p_2, s_2)$ for the leptons $\ell_{1,2}$. This leads to a general amplitude of $\bar{u}(p_1, s_1)Mv(p_2, s_2)$. The matrix $M$ has no Lorentz indices because there is nothing to contract with a free index. It

<table>
<thead>
<tr>
<th>$\ell_1 \ell_2$</th>
<th>$e\mu$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathcal{B}(\eta \rightarrow \ell_1 \ell_2)$</td>
<td>$6.0 \times 10^{-6}$</td>
</tr>
<tr>
<td>$\mathcal{B}(\eta' \rightarrow \ell_1 \ell_2)$</td>
<td>$4.7 \times 10^{-4}$</td>
</tr>
<tr>
<td>$\mathcal{B}(\pi^0 \rightarrow \ell_1 \ell_2)$</td>
<td>$3.6 \times 10^{-10}$</td>
</tr>
</tbody>
</table>

Table 2.5: Available experimental limits on $\mathcal{B}(P \rightarrow \ell_1 \ell_2)$ [34]. Note that no constraints for the heavy quark pseudoscalar states such as $\eta_{b(c)}$ are available. Only phase space allowed transitions are shown [35].
therefore can only depend on the Dirac bilinears $1$ and $\gamma_5$ and some constants. One can then write the most general expression for the $P \to \ell_1 \bar{\ell}_2$ decay amplitude as

$$A(P \to \ell_1 \bar{\ell}_2) = \overline{\pi}(p_1, s_1) \left[ E^\ell_1 \bar{\ell}_2 + iF^\ell_1 \bar{\ell}_2 \gamma_5 \right] v(p_2, s_2)$$  \hspace{1cm} (2.6)$$

with $E^\ell_1 \bar{\ell}_2$ and $F^\ell_1 \bar{\ell}_2$ being dimensionless constants which depend on the Wilson coefficients of operators in Eq. (1.5) and various decay constants.

The amplitude of Eq. (2.6) leads to the branching ratio for decays of pseudoscalar mesons to flavor off-diagonal lepton products:

$$B(P \to \ell_1 \bar{\ell}_2) = \frac{m_P}{8\pi \Gamma_P} \left( 1 - y^2 \right) \left[ |E^\ell_1 \bar{\ell}_2|^2 + |F^\ell_1 \bar{\ell}_2|^2 \right].$$  \hspace{1cm} (2.7)$$

Here $\Gamma_P$ is the total width of the pseudoscalar state. We have once again neglected the mass of the lighter lepton and set $y = m_2/m_P$. Calculating $E^\ell_1 \bar{\ell}_2$ and $F^\ell_1 \bar{\ell}_2$ for $P = \eta_b (b\bar{b}$ state) and $\eta_c (c\bar{c}$ state), the coefficients are

$$E^\ell_1 \bar{\ell}_2 = \frac{ym_P}{4\Lambda^2} \left[ -f_P \left( 2 \left( C^\ell_1 \bar{\ell}_2_{AL} + C^\ell_1 \bar{\ell}_2_{AR} \right) \right) - m_P^2 G_F \left( C^\ell_1 \bar{\ell}_2_{PL} + C^\ell_1 \bar{\ell}_2_{PR} \right) \right] + 9G_F a_P \left( C^\ell_1 \bar{\ell}_2_{GL} + C^\ell_1 \bar{\ell}_2_{GR} \right),$$

$$F^\ell_1 \bar{\ell}_2 = -if_P \left( 2 \left( C^\ell_1 \bar{\ell}_2_{AL} - C^\ell_1 \bar{\ell}_2_{AR} \right) \right) - m_P^2 G_F \left( C^\ell_1 \bar{\ell}_2_{PL} - C^\ell_1 \bar{\ell}_2_{PR} \right) + 9G_F a_P \left( C^\ell_1 \bar{\ell}_2_{GL} - C^\ell_1 \bar{\ell}_2_{GR} \right).$$  \hspace{1cm} (2.8)$$

The hadronic matrix elements in Eq. (2.11) are defined as

$$\langle 0 | \bar{q}_1 \gamma^\mu \gamma_5 q_2 | P(p) \rangle = -if_PP^\mu,$$  \hspace{1cm} (2.9)$$

$$\langle 0 | \frac{\alpha_s}{4\pi} G^{a\mu\nu} \tilde{G}^a_{\mu\nu} | P(p) \rangle = a_P.$$

Here $p$ is the momentum of the meson. For heavy quarks $q = c, b$ one expects the matrix elements of gluonic operators in Eq. (2.9) to be quite small. This can be visualized by noting that in the heavy quark limit $\eta_{b(c)}$ is a small state of size $(m_{b(c)}v)^{-1}$ and has a small overlap.
Table 2.6: Pseudoscalar meson decay constants used in the calculation of branching ratios $\mathcal{B}(P \rightarrow \ell_1 \ell_2)$ [35, 34, 55, 63, 64].

<table>
<thead>
<tr>
<th>State</th>
<th>$\eta_b$</th>
<th>$\eta_c$</th>
<th>$\eta, u(d)$</th>
<th>$\eta, s$</th>
<th>$\eta', u(d)$</th>
<th>$\eta', s$</th>
<th>$\pi$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_P^b$, MeV</td>
<td>667 ± 6</td>
<td>387 ± 7</td>
<td>108 ± 3</td>
<td>−111 ± 6</td>
<td>89 ± 3</td>
<td>136 ± 6</td>
<td>130.41 ± 0.20</td>
</tr>
</tbody>
</table>

with soft gluons, whose Compton wavelength is of the order of $\Lambda_{\text{QCD}}^{-1}$, as $m_{b(c)} v \gg \Lambda_{\text{QCD}}$. Here $v$ is the velocity of heavy quarks. Thus, for the remainder of this chapter, we shall set $a_{\eta_b(c)} = 0$. The constraints on the Wilson coefficients of gluonic operators could be obtained either from studying lepton flavor violating $\eta'$ decays (for $\mu e$ currents) or from the corresponding tau decays. We use $a_{\eta} = -0.022 \pm 0.002$ GeV$^3$ and $a_{\eta'} = -0.057 \pm 0.002$ GeV$^3$ [64]. The numerical values of the other pseudoscalar decay constants used in the calculations can be found in Table 2.6. For the light quark states, such as $\eta$ and $\eta'$ the corresponding expressions are a bit more involved:

$$
E_P^{\ell_1 \ell_2} = y \frac{m_P}{4\Lambda^2} \left[ -if_P^b \kappa_1^P \left( 2 \left( C_{\ell_1 \ell_2}^{q \ell_1 \ell_2} + C_{\ell_1 \ell_2}^{q \ell_1 \ell_2} \right) - G_F m_P^2 \left( C_{PL}^{q \ell_1 \ell_2} + C_{PR}^{q \ell_1 \ell_2} \right) \right) 
- if_P^s \kappa_2^P \left( 2 \left( C_{\ell_1 \ell_2}^{s \ell_1 \ell_2} + C_{\ell_1 \ell_2}^{s \ell_1 \ell_2} \right) - G_F m_P^2 \left( C_{PL}^{s \ell_1 \ell_2} + C_{PR}^{s \ell_1 \ell_2} \right) \right) 
+ G_F a_P \left( C_{GL}^{q \ell_1 \ell_2} + C_{GR}^{q \ell_1 \ell_2} \right) \right],
$$

$$
F_P^{\ell_1 \ell_2} = y \frac{m_P}{4\Lambda^2} \left[ -f_P^b \kappa_1^P \left( 2 \left( C_{\ell_1 \ell_2}^{q \ell_1 \ell_2} - C_{\ell_1 \ell_2}^{q \ell_1 \ell_2} \right) - G_F m_P^2 \left( C_{PL}^{q \ell_1 \ell_2} - C_{PR}^{q \ell_1 \ell_2} \right) \right) 
- f_P^s \kappa_2^P \left( 2 \left( C_{\ell_1 \ell_2}^{s \ell_1 \ell_2} - C_{\ell_1 \ell_2}^{s \ell_1 \ell_2} \right) - G_F m_P^2 \left( C_{PL}^{s \ell_1 \ell_2} - C_{PR}^{s \ell_1 \ell_2} \right) \right) 
- G_F a_P \left( C_{GL}^{q \ell_1 \ell_2} - C_{GR}^{q \ell_1 \ell_2} \right) \right],
$$

where the index $q = u/d$, $\kappa_1^q = 1/\sqrt{3}$, $\kappa_2^q = -\sqrt{2}/3$, $\kappa_1^{\eta'} = \sqrt{2}/3$, and $\kappa_2^{\eta'} = 1/\sqrt{3}$. It is important to note that, if observed, simultaneous fit to several light quark meson decays could independently constrain Wilson coefficients of effective operators in Eq. (1.5), as follows from Eq. (2.10).

The resulting constraints on the WCs could be found in Tables 2.7 and 2.8. Note that no experimental constraints on the $b$ and $c$ currents are available, as the corresponding
Table 2.7: Constraints on the Wilson coefficients from pseudoscalar meson decays. Center dots signify that no experimental data is available to produce a constraint; “FPS” means that the transition is forbidden by available phase space [35].

<table>
<thead>
<tr>
<th>Wilson coefficient $(\text{GeV}^{-2})$</th>
<th>Leptons</th>
<th>Initial state</th>
</tr>
</thead>
<tbody>
<tr>
<td>$</td>
<td>C_{AL}^{\ell_1\ell_2}/\Lambda^2</td>
<td>$</td>
</tr>
<tr>
<td></td>
<td>$e\tau$</td>
<td>FPS</td>
</tr>
<tr>
<td></td>
<td>$e\mu$</td>
<td>$3 \times 10^{-3}$</td>
</tr>
<tr>
<td>$</td>
<td>C_{AR}^{\ell_1\ell_2}/\Lambda^2</td>
<td>$</td>
</tr>
<tr>
<td></td>
<td>$e\tau$</td>
<td>FPS</td>
</tr>
<tr>
<td></td>
<td>$e\mu$</td>
<td>$3 \times 10^{-3}$</td>
</tr>
<tr>
<td>$</td>
<td>C_{PL}^{\ell_1\ell_2}/\Lambda^2</td>
<td>$</td>
</tr>
<tr>
<td></td>
<td>$e\tau$</td>
<td>FPS</td>
</tr>
<tr>
<td></td>
<td>$e\mu$</td>
<td>$2 \times 10^3$</td>
</tr>
<tr>
<td>$</td>
<td>C_{PR}^{\ell_1\ell_2}/\Lambda^2</td>
<td>$</td>
</tr>
<tr>
<td></td>
<td>$e\tau$</td>
<td>FPS</td>
</tr>
<tr>
<td></td>
<td>$e\mu$</td>
<td>$2 \times 10^3$</td>
</tr>
</tbody>
</table>

Table 2.8: Constraints on the pseudoscalar gluonic Wilson coefficients. Center dots signify that no experimental data is available to produce a constraint. No data for other lepton species is available [35].

<table>
<thead>
<tr>
<th>Wilson coefficient $(\text{GeV}^{-2})$</th>
<th>Leptons</th>
<th>Initial state</th>
</tr>
</thead>
<tbody>
<tr>
<td>$</td>
<td>C_{GL}^{e\mu}/\Lambda^2</td>
<td>$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$5.0 \times 10^3$</td>
</tr>
<tr>
<td>$</td>
<td>C_{GR}^{e\mu}/\Lambda^2</td>
<td>$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$5.0 \times 10^3$</td>
</tr>
</tbody>
</table>
\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|}
\hline
$\ell_1\ell_2$ & $\mu\tau$ & $e\tau$ & $e\mu$ \\
\hline
$\mathcal{B}(B^0_d \to \ell_1\ell_2)$ & $2.2 \times 10^{-5}$ & $2.8 \times 10^{-5}$ & $1.0 \times 10^{-9}$ \\
$\mathcal{B}(B^0_s \to \ell_1\ell_2)$ & $\ldots$ & $\ldots$ & $5.4 \times 10^{-9}$ \\
$\mathcal{B}(\bar{D}^0 \to \ell_1\ell_2)$ & FPS & $\ldots$ & $1.3 \times 10^{-8}$ \\
$\mathcal{B}(K^0_L \to \ell_1\ell_2)$ & FPS & FPS & $4.7 \times 10^{-12}$ \\
\hline
\end{tabular}
\caption{Available experimental limits on $\mathcal{B}(P \to \ell_1\ell_2)$ \cite{34,65,66,67,68}. Center dots signify that no experimental data are available; “FPS” means that the transition is forbidden by phase space \cite{36}.}
\end{table}

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|}
\hline
State & $B^0_d$ & $B^0_s$ & $\bar{D}^0$ & $K^0_L$ \\
\hline
$f_P$, MeV & 186 $\pm$ 4 & 224 $\pm$ 4 & 207.4 $\pm$ 3.8 & 155.0 $\pm$ 1.9 \\
$\Gamma_P$, 10$^{-14}$ MeV & 4330 $\pm$ 11 & 4374 $\pm$ 15 & 16050 $\pm$ 60 & 1.287 $\pm$ 0.005 \\
m$_P$, GeV & 5.28 & 5.37 & 1.86 & 0.498 \\
\hline
\end{tabular}
\caption{Pseudoscalar meson decay constants \cite{75,76}, total decay widths, and meson masses \cite{34} used in the calculation of branching ratios $\mathcal{B}(P \to \ell_1\ell_2)$ \cite{36}.}
\end{table}

transitions $\eta_{b(c)} \to \ell_1\bar{\ell}_2$ have not yet been experimentally studied. Also, constraints on the WCs of gluonic operators in Table 2.8 are significantly weaker than those available from tau decays \cite{47}. Again, just as in Section 2.1, large entries in the Tables 2.7 and 2.8 do not imply a breakdown of the EFT description of LFV decays, but signify that existing data does not allow us to place strong constraints on the combination of relevant Wilson coefficients.

### 2.3 Pseudo-scalar $B^0_q$, $D^0$, and $K^0$ Decays $P \to \ell_1\bar{\ell}_2$

Many studies have focused on rare leptonic decays of $B^0_q$ mesons, $B_q \to \ell\bar{\ell}$, as both precision tests of the SM and as an opportunity to search for new physics (e.g. \cite{69,70,71,72,73}). The abundance of produced $B^0_q$ and $\bar{D}^0$ states at the LHCb, Belle II, and BESIII experiments also allows for studies of lepton-flavor violating decays at these experiments \cite{74,34}. Such decays were discussed at length previously, mainly in the context of particular models. Here we shall review these transitions emphasizing the possibility to constrain Wilson coefficients of the axial and pseudoscalar operators of the effective Lagrangian in
the coefficients are \E y \[35\]. We once again neglect the mass of the lighter lepton and set (2.6) of Sect. 2.2, which leads to the same form for the branching ratio found in Eq. (2.7) here we allow for flavor changes in the quark currents as well. These decays would provide Eq. (1.5). Note that these studies are complementtary to those discussed in Sect. 2.2, as phase space. Particle masses and other input parameters are from \[36, 34, 65, 66, 67, 68\].

| Wilson coefficient | Leptons | Initial state | $|C_{\ell_1 \ell_2}/\Lambda^2|$ | $|C_{\ell_1 \ell_2}/\Lambda^2|$ | $|C_{\ell_1 \ell_2}/\Lambda^2|$ | $|C_{\ell_1 \ell_2}/\Lambda^2|$ |
|-------------------|--------|--------------|-----------------|-----------------|-----------------|-----------------|
| GeV$^{-2}$ | $\ell_1 \ell_2$ | $B^0_d (d\bar{b})$ | $B^0_s (s\bar{b})$ | $\bar{D}^0 (u\bar{c})$ | $K^0_L ((d\bar{s} - s\bar{d}) / \sqrt{2})$
| $|C_{\ell_1 \ell_2}/\Lambda^2|$ | $|C_{\ell_1 \ell_2}/\Lambda^2|$ | $|C_{\ell_1 \ell_2}/\Lambda^2|$ | $|C_{\ell_1 \ell_2}/\Lambda^2|$ |
| $\mu\tau$ | $2.3 \times 10^{-8}$ | $\ldots$ | FPS | FPS |
| $et$ | $2.6 \times 10^{-8}$ | $\ldots$ | FPS | FPS |
| $e\mu$ | $2.3 \times 10^{-9}$ | $4.4 \times 10^{-9}$ | $2.4 \times 10^{-8}$ | $5.0 \times 10^{-12}$ |
| $|C_{\ell_1 \ell_2}/\Lambda^2|$ | $|C_{\ell_1 \ell_2}/\Lambda^2|$ | $|C_{\ell_1 \ell_2}/\Lambda^2|$ | $|C_{\ell_1 \ell_2}/\Lambda^2|$ |
| $\mu\tau$ | $7.1 \times 10^{-5}$ | $\ldots$ | FPS | FPS |
| $et$ | $8.0 \times 10^{-5}$ | $\ldots$ | FPS | FPS |
| $e\mu$ | $7.1 \times 10^{-6}$ | $1.3 \times 10^{-5}$ | $5.9 \times 10^{-4}$ | $1.7 \times 10^{-6}$ |
| $|C_{\ell_1 \ell_2}/\Lambda^2|$ | $|C_{\ell_1 \ell_2}/\Lambda^2|$ | $|C_{\ell_1 \ell_2}/\Lambda^2|$ | $|C_{\ell_1 \ell_2}/\Lambda^2|$ |
| $\mu\tau$ | $7.1 \times 10^{-5}$ | $\ldots$ | FPS | FPS |
| $et$ | $8.0 \times 10^{-5}$ | $\ldots$ | FPS | FPS |
| $e\mu$ | $7.1 \times 10^{-6}$ | $1.3 \times 10^{-5}$ | $5.9 \times 10^{-4}$ | $1.7 \times 10^{-6}$ |

Table 2.11: Constraints on the Wilson coefficients from pseudoscalar meson decays. Note the $K_L^0$ results only include short distance effects. Center dots signify that no experimental data are available to produce a constraint; “FPS” means that the transition is forbidden by phase space. Particle masses and other input parameters are from \[36, 34, 65, 66, 67, 68\].

Eq. (1.5). Note that these studies are complemenetary to those discussed in Sect. 2.2 as here we allow for flavor changes in the quark currents as well. These decays would provide information about $C_{\mu \tau}^\ell_1 \ell_2 (C_{et}^\ell_1 \ell_2)$ and/or $C_{et}^\ell_1 \ell_2 (C_{\mu \tau}^\ell_1 \ell_2)$ in Eq. (1.8).

Here the most general expression for the $P \rightarrow \ell_1 \bar{\ell}_2$ decay amplitude is the same as Eq. (2.6) of Sect. 2.2, which leads to the same form for the branching ratio found in Eq. (2.7) \[35\]. We once again neglect the mass of the lighter lepton and set $y = m_2 / m_P$. Calculating $E_P^\ell_1 \ell_2$ and $F_P^\ell_1 \ell_2$ for $P = B^0_d (q_1 q_2 = db)$, $B^0_s (q_1 q_2 = sb)$, $\bar{D}^0 (q_1 q_2 = cu)$, and , $K^0_L (q_1 q_2 = ds)$, the coefficients are

$$E_P^\ell_1 \ell_2 = \kappa_P \frac{m_P f_P y}{2 \Lambda^2} \left[ \left( C_{et}^\ell_1 \ell_2 + C_{\mu \tau}^\ell_1 \ell_2 \right) + m_P G_F \left( C_{et}^\ell_1 \ell_2 + C_{\mu \tau}^\ell_1 \ell_2 \right) \right],$$

$$F_P^\ell_1 \ell_2 = i\kappa_P \frac{m_P f_P y}{2 \Lambda^2} \left[ \left( C_{et}^\ell_1 \ell_2 - C_{\mu \tau}^\ell_1 \ell_2 \right) + m_P G_F \left( C_{et}^\ell_1 \ell_2 - C_{\mu \tau}^\ell_1 \ell_2 \right) \right].$$

(2.11)
The decay constant in Eq. \((2.11)\) is defined in Eq. \((2.9)\). The constant \(\kappa_P\) is 1 for \(B_q^0\), \(D^0\), and \(K^0\); and \(1/\sqrt{2}\) for \(K^{0}_{L(S)}\). The experimental limits and numerical values of the pseudo-scalar decay constants used in the calculations can be found in Tables \(2.9\) and \(2.10\). The resulting constraints on the Wilson coefficients are found in Table \(2.11\).

### 2.4 Scalar quarkonium decays \(S \to \ell_1 \ell_2\)

Scalar quarkonium decays would ideally allow one to probe the Wilson coefficients of the scalar operators in Eq. \((1.8)\). The corresponding \(p\)-wave states \(\chi_{q^0}\), where \(q = b, c\) could be effectively produced either directly in gluon-gluon fusion at the LHC, or in the radiative decays of \(\Upsilon(2S), \Upsilon(3S)\), or corresponding \(\psi\) states. It is important to note that the corresponding branching ratios for, say, \(\psi(2S) \to \gamma \chi_{d^0}\) are rather large, of the order of 10%. Finally, they could also be produced in \(B\)-decays at flavor factories.

Since Wilson coefficients of other operators could be better probed in the processes discussed in Sect. 2.1-2.2 in this section we shall concentrate on the contributions of operators that could not be probed in the decays of vector or pseudoscalar quarkonium states.

The most general expression for the \(S \to \ell_1 \ell_2\) decay amplitude looks exactly like Eq. \((2.6)\), with obvious modifications for the scalar decay:

\[
\mathcal{A}(S \to \ell_1 \ell_2) = \pi(p_1, s_1) \left[ E_{S}^{\ell_1 \ell_2} + i F_{S}^{\ell_1 \ell_2} \gamma_5 \right] \nu(p_2, s_2). \tag{2.12}
\]

\(E_{S}^{\ell_1 \ell_2}\) and \(F_{S}^{\ell_1 \ell_2}\) are dimensionless constants. The branching ratio, which follows from Eq. \((2.12)\), is

\[
\mathcal{B}(S \to \ell_1 \ell_2) = \frac{m_S}{8\pi \Gamma_S} \left(1 - y^2\right)^2 \left[ |E_{S}^{\ell_1 \ell_2}|^2 + |F_{S}^{\ell_1 \ell_2}|^2 \right]. \tag{2.13}
\]

Here \(\Gamma_S\) is the total width of the scalar state and \(y = m_2/m_S\). The coefficients \(E_{S}^{\ell_1 \ell_2}\) and
Table 2.12: Decay constants of Eq. (2.9) for the scalar quarkonium decays [35], derived from the quark model calculation of [77]. We follow [77] and do not assign uncertainty to the quark model estimates of the decay constants. Masses and measured widths are from [34], and unmeasured widths (in brackets) are calculated as in [77 78].

<table>
<thead>
<tr>
<th>State</th>
<th>$\chi_c(1P)$</th>
<th>$\chi_b(1P)$</th>
<th>$\chi_b(2P)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m_S$, MeV</td>
<td>$3414.75 \pm 0.31$</td>
<td>$9859.44 \pm 0.52$</td>
<td>$10232.5 \pm 0.6$</td>
</tr>
<tr>
<td>$\Gamma_S$, MeV</td>
<td>$10.5 \pm 0.6$</td>
<td>$(1.35)$</td>
<td>$(0.247 \pm 0.097)$</td>
</tr>
<tr>
<td>$f_S$, MeV</td>
<td>$\approx 887$</td>
<td>$\approx 423$</td>
<td>$\approx 421$</td>
</tr>
</tbody>
</table>

Note that we introduced an extra minus sign and a factor of $m_S$ compared to [77] for the scalar quark density to have uniform units for all matrix elements of quark currents. For the same reasons as in the pseudoscalar case, one expects that the gluonic matrix elements in Eq. (2.14) for the heavy quark states $\chi_c$ or $\chi_b$ are small, so we set $a_S = 0$ from now on. This means that the Wilson coefficients of the gluonic operators are better probed in LFV tau decays, where the low energy theorems [47] or experimental data [42] could be used to constrain relevant gluonic matrix elements.

Finally, we note that no constraints on the Wilson coefficients of the scalar currents in $\mathcal{L}_{\text{eff}}$ are available, as the corresponding transitions $\chi_{b(c)0} \to \ell_1 \ell_2$ have not yet been experimentally studied.
CHAPTER 3: THREE-BODY LEPTON FLAVOR VIOLATING DECAYS

3.1 Radiative Vector Quarkonium Decays $V \rightarrow \gamma \ell_1 \bar{\ell}_2$

Addition of a photon to the final state certainly reduces the number of the events available for studies of LFV decays, especially since no compensating mechanisms seem to be present (c.f. [79]). However, it also makes it possible for other operators in $\mathcal{L}_{\text{eff}}$, that were not considered in two-body decays of vector quarkonium, to contribute. For this reason the analysis of RLFV decays is a worthwhile exercise, especially for the decays of the vector quarkonium states.

3.1.1 Resonant transitions $V \rightarrow \gamma (M \rightarrow \ell_1 \bar{\ell}_2)$

The resonant two-body radiative transitions of vector states $V \rightarrow \gamma (M \rightarrow \ell_1 \bar{\ell}_2)$ could be used to study two-body decays considered above, provided the corresponding branching ratios for the radiative decays are large enough. Since vector states are abundantly produced in $e^+e^-$ annihilation, these decays could provide a powerful tool to study LFV transitions at flavor factories.

If the soft photon\(^1\) can be effectively tagged at B-factories and $(p_{\ell_1} + p_{\ell_2})^2 \approx m_M^2$, the combined branching ratio factorizes\(^2\) and can be written as

$$B(V \rightarrow \gamma \ell_1 \bar{\ell}_2) = B(V \rightarrow \gamma M)B(M \rightarrow \ell_1 \bar{\ell}_2),$$

(3.1)

where the scalar decays $(M = \chi_{q0})$ $B(\chi_{q0} \rightarrow \ell_1 \bar{\ell}_2)$ have been studied in Sect. 2.4, while the corresponding pseudoscalar transitions $(M = \eta_q)$ $B(\eta_q \rightarrow \ell_1 \bar{\ell}_2)$ have been studied in Sect. 2.2.

The resonant RLFV decays are quite useful for studies of scalar heavy meson decays, as

\(^1\)The photon is relatively soft because the resonance mass is close to the mass of the meson that produced it.

\(^2\)This equation implicitly assumes that the state $M$ is narrow, which is an excellent approximation for the scalar heavy quarkonium states considered here (see Table 2.12). A complete Dalitz plot analysis would be required for wider states.
the corresponding branching ratios are large, of order of a few percent \[34\]. In charm,

\[
\mathcal{B}(\psi(2S) \to \gamma \chi_c(1P)) = 9.99 \pm 0.27\%
\]
\[
\mathcal{B}(\psi(3770) \to \gamma \chi_c(1P)) = 0.73 \pm 0.09\% .
\]

The corresponding radiative transitions in beauty sector are also rather large,

\[
\mathcal{B}(\Upsilon(2S) \to \gamma \chi_b(1P)) = 3.8 \pm 0.4\% ,
\]
\[
\mathcal{B}(\Upsilon(3S) \to \gamma \chi_b(1P)) = 0.27 \pm 0.04\% ,
\]
\[
\mathcal{B}(\Upsilon(3S) \to \gamma \chi_b(2P)) = 5.9 \pm 0.6\% .
\]

A rough estimate for SuperKEKB \[77\] shows that with the integrated luminosity of \( L = 250 \text{ fb}^{-1} \) the number of produced \( \chi_b \) states could reach tens of millions. Thus, studies of LFV transitions of \( \chi_b \) states could result in a solid bound on the Wilson coefficients of the scalar operators in \( \mathcal{L}_{\text{eff}} \).

Similar radiative transitions to the pseudoscalar states are generally smaller. However, since the pseudoscalar \( 0^{--} \) states are lighter than the \( 1^{--} \) ones, the radiative transition rates could still reach a percent level in charm:

\[
\mathcal{B}(J/\psi \to \gamma \eta_c) = 1.7 \pm 0.4\% ,
\]
\[
\mathcal{B}(\psi(2S) \to \gamma \eta_c) = 0.34 \pm 0.05\% .
\]

The corresponding branching ratios in \( b \) sector are in a sub permille level and cannot be effectively used to study LFV decays of the \( \eta_b \) states.

### 3.1.2 Non-resonant transitions

Non-resonant three-body radiative decays of vector states \( V \to \gamma \ell_1 \bar{\ell}_2 \) could be used to constrain the scalar operators, which are not accessible in the two-body decays of vector or
pseudoscalar states. Since the final state now includes the photon, it is no longer possible to express all of the hadronic effects in terms of the decay constants. The constraints would then depend on a set of $V \to \gamma$ form factors that are not well known. We will discuss those in a future publication [80].

Here we would provide information about $C_{q\ell_1\ell_2}^{SL}$ ($C_{q\ell_1\ell_2}^{SR}$), but at the expense of introducing model dependence. We shall calculate the transition $V \to \gamma \ell_1 \ell_2$ choosing a particular model to describe the effective quark-antiquark distribution function [79].

In principle, besides the Wilson coefficients of the scalar operators, non-resonant RLFV decays could be used to obtain information about vector, axial, pseudoscalar, and tensor operators and thus $C_{VL}^{q\ell_1\ell_2}$ ($C_{VR}^{q\ell_1\ell_2}$), $C_{AL}^{q\ell_1\ell_2}$ ($C_{AR}^{q\ell_1\ell_2}$), $C_{PL}^{q\ell_1\ell_2}$ ($C_{PR}^{q\ell_1\ell_2}$), and $C_{TL}^{q\ell_1\ell_2}$ ($C_{TR}^{q\ell_1\ell_2}$). However, because these operators can be constrained using much simpler two-body decays of vector and pseudoscalar states (see Sec. 2.1-2.2) without significant model dependence, and with better statistics, we shall focus here mainly on the scalar operators, leaving the other constraints to the future work [80]. In principle, a calculation of the amplitude $\mathcal{A}(V \to \gamma \ell_1 \ell_2)$ involves evaluation of the eight diagrams shown in Fig. 3.1 Since the initial state is a $1^{--}$ vector meson, the contributions of the axial, scalar, and pseudoscalar are contained in diagrams 3.1(a) and 3.1(b). The diagrams 3.1(c) and 3.1(d) contain the vector and tensor operator contributions and 3.1(e)-3.1(h) are generated by the dipole operator contributions. By the same arguments as above, we shall also ignore these vector, tensor, and dipole operators in this section.

A calculation of $\mathcal{A}(V \to \gamma \ell_1 \ell_2)$ presented in this section involves a model to describe the quark-antiquark wave function of the quarkonium state [79]. We choose to follow [79] [81] [82] [83] and write it as

$$\Psi_V = \frac{I_c}{\sqrt{6}} \Phi_V(x) \left( m_V \gamma^\alpha + i p^\beta \sigma^{\alpha\beta} \right) e^\alpha(p).$$

(3.3)

Here the momentum of the vector meson is $p$, the momentum fraction of the quarkonium
Figure 3.1: Feynman diagrams for $A(V \rightarrow \gamma \ell_1 \bar{\ell}_2)$. The black circles represent the four fermion LFV vertex, the black boxes represent the dipole LFV vertex, and the grey boxes represent the quarkonium bound state [35].
carried by one of the constituent quarks is \( x \) and the color space identity matrix is \( I_c \). The distribution amplitude, \( \Phi_V(x) \), in Eq. (3.3) is defined as

\[
\Phi_V(x) = \frac{f_V}{2\sqrt{6}}\delta(x - 1/2),
\]

where \( f_V \) is a decay constant defined in Eq. (2.4). We chose the simplest wave function which makes the approximation that each constituent quark carries half the meson’s momentum, which is a good approximation for the heavy quark states made of the same flavor quarks \( q\bar{q} \) such as \( \Upsilon(nS) \) or \( J/\psi \). The non-local matrix element that is relevant for the radiative transition is then expressed in terms of an integral over momentum fraction:

\[
\langle 0 | \bar{q} \Gamma^\mu q | V \rangle = \int_0^1 \text{Tr}[\Gamma^\mu \Psi_V] dx.
\]

We can now calculate the total and differential decay rates. Assuming single operator dominance, the axial, scalar, and pseudoscalar operators lead to the following differential decay rates:

\[
\frac{d\Gamma^A_{V\rightarrow \gamma\ell_1\ell_2}}{dm^2_{12}} = \frac{1}{9} \frac{\alpha Q_q^2 f_V^2}{(4\pi)^2} \left( C_{AL}^2 + C_{AR}^2 \right) \frac{(m_V^2 - m_{12}^2) (2m_V^2 y^2 + m_{12}^2) (m_V^2 y^2 - m_{12}^2)^2}{m_V m_{12}^2},
\]

\[
\frac{d\Gamma^S_{V\rightarrow \gamma\ell_1\ell_2}}{dm^2_{12}} = \frac{1}{24} \frac{\alpha Q_q^2 f_V^3 G_F m_V}{(4\pi)^2} \left( C_{SL}^2 + C_{SR}^2 \right) \frac{y^2 (m_V^2 - m_{12}^2) (m_V^2 y^2 - m_{12}^2)^2}{m_{12}^2},
\]

\[
\frac{d\Gamma^P_{V\rightarrow \gamma\ell_1\ell_2}}{dm^2_{12}} = \frac{1}{24} \frac{\alpha Q_q^2 f_V^3 G_F m_V}{(4\pi)^2} \left( C_{PL}^2 + C_{PR}^2 \right) \frac{y^2 (m_V^2 - m_{12}^2) (m_V^2 y^2 - m_{12}^2)^2}{m_{12}^2}.
\]

Here \( y \) is defined to be the same as in Sect. 2.1 and we follow the usual definition of the Mandelstam variable \( m_{12}^2 = (p_1 + p_2)^2 \) \([34]\), where momentum \( p_1 \) and \( p_2 \) correspond to \( \ell_1 \) and \( \ell_2 \). Note that in writing Eqs. (3.6) and (3.7) we suppressed some of the indices of the Wilson coefficients (i.e. \( C^q_{\ell_1\ell_2} \rightarrow C_{SL} \)) for brevity. The total decay rates for the RLFV transitions
can be found by integrating Eq. (3.6) over $m_{12}^2$, which gives

$$
\Gamma_A(V \to \gamma\ell_1\ell_2) = \frac{1}{18} \frac{\alpha Q^2}{(4\pi)^2} \frac{f^2_m}{\Lambda^4} \left( C_{AL}^2 + C_{AR}^2 \right) f(y^2),
$$

$$
\Gamma_S(V \to \gamma\ell_1\ell_2) = \frac{1}{144} \frac{\alpha Q^2}{(4\pi)^2} \frac{f^2_m}{\Lambda^4} \left( C_{SL}^2 + C_{SR}^2 \right) y^2 f(y^2),
$$

$$
\Gamma_P(V \to \gamma\ell_1\ell_2) = \frac{1}{144} \frac{\alpha Q^2}{(4\pi)^2} \frac{f^2_m}{\Lambda^4} \left( C_{PL}^2 + C_{PR}^2 \right) y^2 f(y^2),
$$

where $f(y^2) = 1 - 6y^2 - 12y^4\log(y) + 3y^4 + 2y^6$. We may use Eq. (3.7) to normalize differential decay distributions, so that they are independent of the unknown Wilson coefficients and plot the normalized decay distributions under the assumption of single operator dominance. We show differential photon spectra in $V \to \gamma\ell_1\ell_2$ decay in Fig. 3.2 for the axial operators, and in Fig. 3.3 for the scalar or pseudoscalar ones.

Since no experimental constraints are available for the RLFV decays of vector quarkonia, we cannot yet place any constraints on the Wilson coefficients from those transitions.

### 3.2 Radiative Pseudoscalar Meson Decays $P \to \gamma\ell_1\ell_2$

Similarly to the $B_s^0 \to \mu^+\mu^-\gamma$ transition [84, 85, 86, 87, 88], addition of a photon to the $\ell_1\ell_2$ final state allows one to probe operators of the effective Lagrangian that do not
Figure 3.3: Differential decay rates as functions of photon energy $E_\gamma$ for scalar/pseudoscalar operators. Plotted decay rates are for (a) $\Upsilon(1S) \to \gamma \mu \tau$ or $\gamma \epsilon \tau$ (solid blue), $\Upsilon(2S) \to \gamma \mu \tau$ or $\gamma \epsilon \tau$ (short-dashed gold), $\Upsilon(3S) \to \gamma \mu \tau, \gamma \epsilon \tau, \text{or } \gamma \epsilon \mu$ (dotted red), $\Upsilon(1S) \to \gamma \epsilon \mu$ (dot-dashed green), $\Upsilon(2S) \to \gamma \epsilon \mu$ (long-dashed purple); (b) $J/\psi \to \gamma \mu \tau$ or $\gamma \epsilon \tau$ (solid blue), $\psi(2S) \to \gamma \mu \tau$ or $\gamma \epsilon \tau$ (short-dashed gold), $J/\psi \to \gamma \epsilon \mu$ (dotted red), $\psi(2S) \to \gamma \epsilon \mu$ (dot-dashed green); (c) $\rho \to \gamma \epsilon \mu$ (solid blue), $\omega \to \gamma \epsilon \mu$ (short-dashed gold), $\phi \to \gamma \epsilon \mu$ (dotted red)\cite{35}.

contribute to $P \to \ell_1 \bar{\ell}_2$ transition. This was pointed out for the LFV decays in\cite{35}, and, more importantly in\cite{89} (for a calculation of $B_s^0 \to \ell_1 \bar{\ell}_2 \gamma$ in the model of \cite{90}). In addition, $P \to \ell_1 \bar{\ell}_2$ decays suffer from chiral suppression (see Eq. (2.11)), which three-body radiative decays do not necessarily exhibit. Thus, it is possible that RLFV decays might have larger branching ratios than two-body LFV transitions (see\cite{84,85,86,87,88} for similar effects in lepton flavor conserving decays). Here we evaluate RLFV decays of the pseudoscalar mesons with the model-independent effective Lagrangian of Eq. (1.5).

It might be theoretically easier to deal with a three-body final state that contains no strongly-interacting composite particles. Still, the calculation of the $P \to \ell_1 \bar{\ell}_2 \gamma$ decay is more complicated than $P \to \ell_1 \bar{\ell}_2$, where all nonperturbative effects are summarized in one decay constant $f_P$. Further, because of the electromagnetic gauge invariance, it is important to have a good understanding of what kind of constraints the kinematic structure of the decay amplitude imposes on the dynamics of these transitions. Let us now derive the most general amplitude for $P \to \ell_1 \bar{\ell}_2 \gamma$. 
3.2.1 General amplitude and differential decay rate for $P \to \ell_1 \bar{\ell}_2 \gamma$

The most general expression for the $P(p) \to \gamma(k)\ell_1(p_1)\bar{\ell}_2(p_2)$ decay amplitude can be obtained using the Bardeen-Tung formalism which we modify to include LFV decays [91]. The decay amplitude may be written as

$$A(P(p) \to \gamma(k)\ell_1(p_1)\bar{\ell}_2(p_2)) = \bar{u}(p_1, s_1) \, M^{\mu}(p, k, q) \, v(p_2, s_2) \, \varepsilon^*_\mu(k), \quad (3.8)$$

where $\bar{u}(p_1, s_1)$ and $v(p_2, s_2)$ are spinors for $\ell_1$ and $\bar{\ell}_2$, $q = \frac{1}{2} (p_1 - p_2)$, and $\varepsilon^*_\mu(k)$ is the polarization vector of the photon. The function $M^{\mu}(p, k, q)$, which we seek to parameterize, transforms as a tensor under Lorentz transformations. This function should only contain dynamical singularities, so particular care should be taking by writing it in such a way that it does not contain kinematical ones.

The most general expression for the $M^{\mu}(p, k, q)$ from Eq. (3.8) can be written by expanding it into simpler Lorentz structures $\ell_i^{\mu}(p, q, k)$ multiplied by the invariant functions $M_i^{P\ell_1\ell_2}$, which only depend on Lorentz invariants,

$$M^{\mu}(p, k, q) = \sum_i \ell_i^{\mu}(p, q, k) M_i^{P\ell_1\ell_2}(p^2, ...) \ . \quad (3.9)$$

The most general parameterization of Eq. (3.9) contains twelve form-factors,

$$M^{\mu}(p, k, q) = \gamma^{\mu} \left( M_1^{P\ell_1\ell_2} + k M_2^{P\ell_1\ell_2} \right) + i \gamma_5 \gamma^{\mu} \left( M_3^{P\ell_1\ell_2} + k M_4^{P\ell_1\ell_2} \right)$$

$$+ \ q^{\mu} \left( M_5^{P\ell_1\ell_2} + k M_6^{P\ell_1\ell_2} \right) + i \gamma_5 q^{\mu} \left( M_7^{P\ell_1\ell_2} + k M_8^{P\ell_1\ell_2} \right)$$

$$+ \ p^{\mu} \left( M_9^{P\ell_1\ell_2} + k M_{10}^{P\ell_1\ell_2} \right) + i \gamma_5 P^{\mu} \left( M_11^{P\ell_1\ell_2} + k M_{12}^{P\ell_1\ell_2} \right) \ . \quad (3.10)$$

In writing of Eq. (3.10) we used the equation of motion for the lepton spinors, and rewrote terms containing $\sigma^{\mu\nu}$ in terms of components, e.g. $i\sigma^{\mu\nu} q_{\nu} = q^{\mu} - \gamma^{\mu} q$. Note the terms proportional to $q$ can be expressed as terms proportional to $k$ using momentum conservation.

---

3 Kinematic singularities occur when a scalar product such as $p \cdot k$ can go to zero in the denominator of a term in the function. This differs from a dynamic singularity, which occurs in the denominator of a propagator for example like $1/(q^2 - m^2)$ when $q^2 \to m^2$. 
and equations of motion. Next, terms proportional to the $\epsilon^{\mu\nu\alpha\beta}$ tensor, such as $\epsilon^{\mu\nu\alpha\beta}\gamma_5 p_\alpha k_\beta$,
can be written in terms of the existing form factors of Eq. (3.10) using the relation

$$i\epsilon^{\mu\nu\alpha\beta}\gamma_\beta = \gamma^\mu \gamma^\nu \gamma^\alpha \gamma_5 - g^{\mu\alpha} \gamma^\nu \gamma_5 - g^{\nu\alpha} \gamma^\mu \gamma_5 + g^{\mu\nu} \gamma^\alpha \gamma_5$$

(3.11)

and the equations of motion. Finally, all possible terms in Eq. (3.10) proportional to $k^\mu$
trivially vanish by gauge invariance.

The set of Eq. (3.10) is still not minimal, as the condition of gauge invariance $k_\mu M^\mu(p, k, q) = 0$
implies that some of the $M_i^{P\ell_1 \ell_2}$ in Eq. (3.10) are not independent. An elegant way of finding
the minimal set of gauge-invariant Lorentz structures has been given in [91], which we shall apply to our analysis. To get the minimal set, it is most convenient to apply a projection operator

$$P^{\mu\nu} = g^{\mu\nu} - \frac{p^{\mu} k^{\nu}}{(p \cdot k)}$$

(3.12)
to $M^\mu(p, k, q)$. Since $P^{\mu\nu} M_\nu = M^\mu$ and $k_\mu P^{\mu\nu} = 0$, $P^{\mu\nu}$ does indeed project out gauge-
invariant structures in $M^\mu(p, k, q)$. Applying $P^{\mu\nu}$ to Eq. (3.10) we find $P_\nu P^{\mu\nu} = 0$ and so
terms proportional to $p^\mu$ do not give contributions to the minimal set and should be dropped,
leaving the number of independent amplitudes at eight.

Applying the condition $k_\mu \ell_i^\mu = 0$ we write the Lorentz structures $L_i^\mu$ for the set of amplitudes as

$$M^\mu(p, k, q) = \sum_i L_i^\mu(p, q, k) A_i^{P\ell_1 \ell_2}(p^2, ...),$$

(3.13)

which are defined in a manner that removes all kinematical singularities. The $A_i^{P\ell_1 \ell_2}(p^2, ...)$

---

4 There is a simple argument presented in Refs. [92, 93] which calculates the number of independent amplitudes. The number of independent amplitudes is the number $N$ of possible helicity amplitudes as calculated by $N_i = \prod (2s_i + 1)$. Here $i$ is the index of the particle in the process and $s_i$ is the spin of the particle. In the case of $P \rightarrow \gamma \ell_1 \ell_2$ we would naively calculate $N = 1 \times 3 \times 2 \times 2 = 12$ because $s_P = 0$, $s_\gamma = 1$, and $s_{\ell_1, 2} = 1/2$. This is incorrect because the formula over counts the number of helicity states for the photon, which is 2. Correcting for this we find $N = 1 \times 2 \times 2 \times 2 = 8$, which exactly the number of independent amplitudes we found.
are new scalar form factors, while $L_i^\mu$ are

\begin{align*}
L_1^\mu &= \gamma^\mu \slashed{k}, \\
L_2^\mu &= i \gamma_5 \gamma^\mu \slashed{k}, \\
L_3^\mu &= (p \cdot k) q^\mu - (k \cdot q) p^\mu, \\
L_4^\mu &= i \gamma_5 [(p \cdot k) q^\mu - (k \cdot q) p^\mu], \\
L_5^\mu &= (p \cdot k) \gamma^\mu - p^\mu \slashed{k}, \\
L_6^\mu &= i \gamma_5 [(p \cdot k) \gamma^\mu - p^\mu \slashed{k}], \\
L_7^\mu &= q^\mu \slashed{k} - (k \cdot q) \gamma^\mu, \\
L_8^\mu &= i \gamma_5 [q^\mu \slashed{k} - (k \cdot q) \gamma^\mu].
\end{align*}

(3.14)

This implies that the decay amplitude can be written as

\[ A(P(p) \rightarrow \gamma(k)\ell_1(p_1)\ell_2(p_2)) = \sum_i A_i^{P\ell_1\ell_2}(p^2, \ldots) \pi(p_1, s_1) L_i^\mu(p, q, k) u(p_2, s_2) \varepsilon^*_\mu(k). \quad (3.15) \]

Using this general amplitude for a three-body pseudoscalar decay, $P \rightarrow \gamma\ell_1\ell_2$, we calculate Eq. (3.16), which is a general differential decay rate that depends on the same scalar functions $A_i^{P\ell_1\ell_2}(p^2, \ldots)$. In Eq. (3.16) the Mandelstam variables have the usual definitions: $m_{12}^2 = (p_1 + p_2)^2$, $m_{13}^2 = (p_1 + k)^2$, $m_{23}^2 = (p_2 + k)^2$, where $p_{1,2}$ is the $\ell_{1,2}$ lepton momentum and $k$ is the $\gamma$ photon momentum. They are related to the pseudoscalar momentum, $p$, by $p = p_1 + p_2 + k$. The mass $m_P$ is the pseudoscalar mass, $m_2$ is the heavier lepton mass, and $y = m_2/m_P$. The superscript of $P\ell_1\ell_2$ on the scalar functions $A_i^{P\ell_1\ell_2}(p^2, \ldots)$ is dropped for brevity in Eq. (3.16). We introduce a photon mass, $m_\gamma$, to regulate the infrared divergences that will appear via bremsstrahlung diagrams. We use a value of $m_\gamma = 60$ MeV as our
cut-off, which is near the final state invariant mass resolution of experiments [89].

\[
\frac{d\Gamma}{dm_{12}dm_{23}} = \frac{1}{(2\pi)^3 384 m_P^3} \left[ -16 \left( A_1^2 + A_2^2 \right) (m_{13}^2 (m_P y^2 - m_{23}^2) + m_\gamma^2 m_P (1 - y^2)) \\
+ 2 \left( A_3^2 + A_4^2 \right) (m_P y^2 - m_{12}^2) \left\{ m_{13}^2 (m_P y^2 - m_{12}^2 m_{23}^2) \\
+ m_\gamma^2 \left( m_{13}^2 m_{23} - \frac{1}{4} (m_P^2 - m_{12}^2 + m_\gamma^2)^2 \right) \right\} \\
+ 4 \left( A_5^2 + A_6^2 \right) \left\{ 2m_P y^4 + m_{12}^2 \left( (m_P y^2 - m_{13}^2)^2 + m_{13}^4 \right) \\
- m_P y^2 \left( m_P^2 + m_{12}^2 \right) \left( m_P y^2 - m_{13}^2 \right) \left( m_P y^2 - m_{23}^2 + m_{13}^2 \right) \right\} \\
- (A_7^2 + A_8^2) \left\{ (2m_P y^2 - m_{12}^2) \left( (m_P y^2 - m_{13}^2)^2 + m_{13}^4 \right) \\
+ m_P y^2 \left( m_P^2 - m_{12}^2 \right) \left( m_P y^2 - m_{23}^2 + m_{13}^2 \right) \right\} \\
- 8 \text{Re} \left[ A_1 A_3^* + A_2 A_4^* \right] \left\{ m_{13}^2 (m_P y^2 - m_{12}^2 m_{23}^2) \\
- \frac{1}{2} m_\gamma^2 \left( m_P^2 + m_\gamma^2 - m_{12}^2 \right) \left( m_P y^2 - m_{12}^2 \right) \right\} \\
- 16 \text{Re} \left[ A_1 A_5^* + A_2 A_6^* \right] m_P y m_{13} \left( m_P^2 - m_{12}^2 \right) \\
+ 8 \text{Re} \left[ A_1 A_7^* + A_2 A_8^* \right] m_P y m_{13} \left( m_P y^2 - m_{23}^2 + m_{13}^2 \right) \\
+ 8 \text{Re} \left[ A_3 A_5^* + A_4 A_6^* \right] m_P y m_{13} \left( m_P y^2 - m_{12}^2 m_{23}^2 \right) \\
+ 4 \text{Re} \left[ A_3 A_7^* + A_4 A_8^* \right] m_P y m_{13} \left( m_P y^2 - m_{12}^2 m_{23}^2 \right) \\
+ 4 \text{Re} \left[ A_5 A_7^* + A_6 A_8^* \right] \left( m_P^2 - m_{12}^2 \right) \left( m_P y^2 - m_{23}^2 + m_{13}^2 \right) \right].
\]

(3.16)

### 3.2.2 Scalar functions $A_i^{P\ell_1\ell_2}$ for $B_q^0$, $\bar{D}^0$, and $K^0$ mesons

The scalar functions $A_i^{P\ell_1\ell_2}(p^2, ...)$ introduced in Eq. (3.13) can only depend on kinematical invariants and form factors. These functions can be calculated on the lattice or using other non-perturbative methods. Examining the four-fermion Lagrangian of Eq. (1.8) one can find that the contributions of Figs. (3.4), (3.6), and (3.7) to $A_i^{P\ell_1\ell_2}$ could be written in terms of the form factors for $P(p) \rightarrow \gamma(k)$ transitions used to parameterize lepton flavor conserving decays, such as $P^+ \rightarrow \gamma\ell^+\bar{\nu}$ or $P^0 \rightarrow \gamma\ell\bar{\ell}$. The definitions of the form factors are
\begin{align*}
\langle \gamma(k)|\bar{q}_1\gamma^\mu q_2|P(p)\rangle &= i\sqrt{4\pi\alpha}\,\varepsilon_\alpha^*(k)\, [g^{\alpha\mu}p \cdot k - p^\alpha k^\mu] \, f_A^P(Q^2, k^2), \quad (3.17) \\
\langle \gamma(k)|\bar{q}_1\gamma^\mu q_2|P(p)\rangle &= \sqrt{4\pi\alpha}\,\varepsilon_\alpha^*(k)\,\epsilon^{\mu\nu\alpha\beta}p_\alpha k_\beta f_V^P(Q^2, k^2), \quad (3.18) \\
\langle \gamma^*(k)|\bar{q}_1\sigma^{\mu\nu} q_2|P(p)\rangle &= i\sqrt{4\pi\alpha}\,\varepsilon_\alpha^*(k)\, \left[\epsilon^{\mu\nu\alpha\beta}k_\beta f_{T1}^P(Q^2, k^2) \\
&\quad + \left(\frac{p^\alpha - \frac{p \cdot k}{k^2} k^\alpha}{k^2}\right)\epsilon^{\mu\rho\beta}p_\rho k_\beta f_{T2}^P(Q^2, k^2) \right. \\
&\quad \left. + \left(\epsilon^{\mu\nu\rho\beta}p_\rho + \frac{k^\alpha}{k^2}\epsilon^{\mu\nu\rho\beta}p_\rho k_\beta\right) f_{T3}^P(Q^2, k^2) \right]. \quad (3.19)
\end{align*}

Here $Q = p - k$ and the tensor form factors are defined for an off-shell photon. The tensor form factors $f_{T1,2,3}^P(k_1^2, k_2^2)$ are functions of two variables: $k_1$, which is the momentum flowing from a vertex associated with the tensor current, and $k_2$, which is the momentum of the photon emitted from the valence quark of the meson. Note that for the on-shell photon $k_2^2 = 0$, there exist a relationship between $f_{T2}^P$ and $f_{T3}^P$. Gauge invariance implies that $f_{T3}^P(Q^2, 0) = (p \cdot k)f_{T2}^P(Q^2, 0)$, so the tensor matrix element simplifies to 

\begin{equation}
\langle \gamma(k)|\bar{q}_1\gamma^\mu q_2|P(p)\rangle = i\sqrt{4\pi\alpha}\,\varepsilon_\alpha^*(k)\, \left[\epsilon^{\mu\nu\alpha\beta}k_\beta f_{T1}^P(Q^2, 0) \\
&\quad + \left(\epsilon^{\mu\rho\beta}p_\rho + \frac{k^\alpha}{k^2}\epsilon^{\mu\rho\beta}p_\rho k_\beta\right) f_{T2}^P(Q^2, 0) \right]. \quad (3.20)
\end{equation}

Using Eqs. \eqref{eq:3.17}, \eqref{eq:3.18}, and \eqref{eq:3.20} we can calculate the scalar function contributions of the axial, vector, and tensor operators from the Lagrangian in Eq. \eqref{eq:1.8} of type $O \sim (\ell_1\ell_2)(\bar{q}_1q_2)$ where $q_1 \neq q_2$, which are found in Fig. \eqref{fig:3.4}. To calculate these and the other diagrams that follow one must understand that the amplitudes of the individual diagrams factorize into a part described by the matrix elements that define the form factors and a part that can be found by calculating the Feynman rules for the new physics effective interaction. In Fig. \eqref{fig:3.4} these new physics effective interactions are described in Eq. \eqref{eq:1.8}.
The contributions of these diagrams to the scalar functions $A_i^{P\ell_1\ell_2}$ are

$$A_{1}^{\text{3.4}ab} = \frac{\sqrt{4\pi\alpha}}{2\Lambda^2} \left( C_{VR}^{q_1q_2\ell_1\ell_2} - C_{VL}^{q_1q_2\ell_1\ell_2} \right) y m_P f^-_V [m_{12}^2, 0]$$
$$- \frac{\sqrt{4\pi\alpha}}{2\Lambda^2} \left( C_{TR}^{q_1q_2\ell_1\ell_2} - C_{TL}^{q_1q_2\ell_1\ell_2} \right) y m_P m_H G_F \left( f_{T1}^P [m_{12}^2, 0] + \frac{m_P^2 - m_{12}^2}{2} f_{T2}^P [m_{12}^2, 0] \right),$$

$$A_{3}^{\text{3.4}ab} = - \frac{2\sqrt{4\pi\alpha}}{\Lambda^2} \left( C_{AR}^{q_1q_2\ell_1\ell_2} + C_{AL}^{q_1q_2\ell_1\ell_2} \right) f_A^P [m_{12}^2]$$
$$+ \frac{\sqrt{4\pi\alpha}}{2\Lambda^2} \left( C_{TR}^{q_1q_2\ell_1\ell_2} - C_{TL}^{q_1q_2\ell_1\ell_2} \right) y^2 m_P m_H G_F f_{T2}^P [m_{12}^2, 0],$$

$$A_{7}^{\text{3.4}ab} = \frac{\sqrt{4\pi\alpha}}{2\Lambda^2} \left( C_{VR}^{q_1q_2\ell_1\ell_2} - C_{VL}^{q_1q_2\ell_1\ell_2} \right) f_V^P [m_{12}^2, 0].$$

Note that in this section (e.g. in writing Eq. (3.21)) we suppressed the previously used superscript of $P\ell_1\ell_2$ in favor of a superscript related to the associated diagrams, which consists of the figure number and sub-figure letters (i.e. 3.4ab). We only show the odd subscript scalar function equations. The even subscript equations can be found from the odd subscript equations by replacing the left-handed WC s by their negative magnitudes (i.e. $C_{VL} \rightarrow -C_{VL}, C_{AL} \rightarrow -C_{AL},$ etc.) and multiplying the odd subscript scalar function by the imaginary constant $i$. This may be used to find $A_2$ from $A_1$, $A_4$ from $A_3$, $A_6$ from $A_5$, and $A_8$ from $A_7$ and is true throughout this section.

There is no contribution in Fig. (3.4) from the pseudoscalar operators of the Lagrangian.
in Eq. (1.8). This can be seen by taking the divergence of the matrix element for the axial current to relate the axial and pseudoscalar matrix elements,

\[
\langle \gamma(k) | \bar{q}_1 \gamma_5 q_2 | P(p) \rangle = -\frac{1}{m_{q_1} + m_{q_2}} p^\mu \langle \gamma(k) | \bar{q}_1 \gamma_\mu \gamma_5 q_2 | P(p) \rangle,
\]

(3.22)

and using Eq. (3.17) to get

\[
\langle \gamma(k) | \bar{q}_1 \gamma_5 q_2 | P(p) \rangle = 0.
\]

(3.23)

A similar argument can be made to prove that the scalar operators also do not give form factor contributions.

The bremsstrahlung diagrams of Fig. (3.5) are calculated similarly to the two-body decays of Sect. 2.3 using the matrix element of Eq. (2.9). We have given the photon a small mass, \(m_\gamma\), to regulate the infrared divergences. This divergence only appears in the quark flavor changing axial and pseudoscalar operator terms of the scalar functions, Eq. (3.24), so the photon mass is set to zero for the non-divergent terms. The same is true for the differential decay rate in Eq. (3.16). The axial and pseudoscalar operator scalar function terms are defined here as

Figure 3.5: Bremsstrahlung diagrams for \(A(P \rightarrow \gamma \ell_1 \ell_2)\) for operators of type \(\mathcal{O} \sim (\ell_1 \ell_2)(\bar{q}_1 q_2)\) where \(q_1 \neq q_2\). The black circles represent the four-fermion LFV vertex defined in \(\mathcal{L}_{\text{eff}}\) of Eq. (1.8) [36].
The diagrams in Fig. (3.6) contain both the dipole operators of Eq. (1.6) and contributions from the SM dipole penguin operator, Eq. (1.7). This is directly related to both the on and off-shell tensor matrix elements in Eqs. (3.19) and (3.20) from which we need to write matrix elements of the form $\langle \gamma(k) | \bar{q}_1 \sigma^\mu \nu (1 \pm \gamma_5) q_2 | P(p) \rangle$. These can be found by using the

$$
A_{1ab}^{P_1} = \frac{\sqrt{4\pi\alpha}}{2\Lambda^2} \left( C_{q_1q_2\ell_1\ell_2}^{\text{AR}} + C_{q_1q_2\ell_1\ell_2}^{\text{AL}} + m_P^2 G_F \left( C_{P_R}^{q_1q_2\ell_1\ell_2} + C_{P_L}^{q_1q_2\ell_1\ell_2} \right) \right) \frac{\gamma_{f_P} \gamma_{f_P} \left( m_P^2 + m_{\ell_2}^2 - m_{\ell_1}^2 \right)}{m_{13}^2 \left( m_{21}^2 - m_{23}^2 \gamma_2 \right)},
$$

$$
A_{3ab}^{P_3} = \frac{2\sqrt{4\pi\alpha}}{\Lambda^2} \left( C_{q_1q_2\ell_1\ell_2}^{\text{AR}} - C_{q_1q_2\ell_1\ell_2}^{\text{AL}} + m_P^2 G_F \left( C_{P_R}^{q_1q_2\ell_1\ell_2} - C_{P_L}^{q_1q_2\ell_1\ell_2} \right) \right) \frac{\gamma_{f_P} \gamma_{f_P} \left( m_P^2 + m_{\ell_2}^2 - m_{\ell_1}^2 \right)}{m_{13}^2 \left( m_{21}^2 - m_{23}^2 \gamma_2 \right)}.
$$

(3.24)
relation \( \sigma_{\mu\nu}\gamma_5 = -\frac{i}{2} \epsilon_{\mu\nu\alpha\beta}\sigma^{\alpha\beta} \), which yields:

\[
\langle \gamma(k)|\bar{q}_1\sigma^{\mu\nu}(1 \pm \gamma_5)q_2|P(p)\rangle Q_{\nu} = i\sqrt{4\pi\alpha} \varepsilon_\alpha^*(k) \left\{ (f_{T1}^P [Q^2, 0] + p \cdot Q f_{T2}^P [Q^2, 0]) \epsilon^{p\kappa\alpha\mu} \right. \\
+ i \left. (f_{T1}^P [Q^2, 0] + p \cdot Q f_{T2}^P [Q^2, 0]) (g^{\alpha\mu} p \cdot k - p^\kappa k^\mu) \right\},
\]

(3.25)

\[
\langle \gamma^*(Q)|\bar{q}_1\sigma^{\mu\nu}(1 \pm \gamma_5)q_2|P(p)\rangle k_{\nu} = f i\sqrt{4\pi\alpha} \varepsilon_\alpha^*(Q) \left\{ \epsilon^{p\kappa\mu\alpha} \pm i (g^{\alpha\mu} p \cdot k - p^\kappa k^\alpha) \right\} \
\times (f_{T1}^P [0, Q^2] + f_{T3}^P [0, Q^2]).
\]

(3.26)

The on-shell matrix element in Eq. (3.25) contributes to Figs. 3.6(a) and 3.6(b), while the off-shell matrix element in Eq. (3.26) is necessary for calculating the dipole operator contributions of the diagrams in Figs. 3.6(c) and 3.6(d). In these diagrams, the lepton current is attached to the photon coming from the meson's valence quarks and so \( Q \leftrightarrow k \) when we calculate Eq. (3.26). Using these matrix elements we find the dipole operator components of the scalar functions which are

\[
A_{2,3,6,8,bcd}^{3.6} = -\frac{1}{\Lambda^2} (C_{\ell_1\ell_2}^{DR} - C_{\ell_1\ell_2}^{DL}) \frac{4\pi\alpha}{\pi^2} y M_P M_H \frac{G_F}{\sqrt{2}} C_{\gamma 1} \sum_q \lambda_q^P f_{T,1}^P,
\]

\[
A_{3,8}^{3.6} = \frac{2}{\Lambda^2} \frac{4\pi\alpha}{\pi^2} y M_P M_H \frac{G_F}{\sqrt{2}} C_{\gamma 1} \sum_q \lambda_q^P \left( \left( C_{\ell_1\ell_2}^{DR} - C_{\ell_1\ell_2}^{DL} \right) f_{T,1}^P - (C_{\ell_1\ell_2}^{DR} + C_{\ell_1\ell_2}^{DL}) f_{T,II}^P \right),
\]

(3.27)

\[
A_{8}^{3.6} = -\frac{1}{\Lambda^2} \frac{4\pi\alpha}{\pi^2} \frac{y^2 M_P M_H}{M_{12}^2} \frac{G_F}{\sqrt{2}} C_{\gamma 1} \sum_q \lambda_q^P \left( \left( C_{\ell_1\ell_2}^{DR} - C_{\ell_1\ell_2}^{DL} \right) f_{T,1}^P - (C_{\ell_1\ell_2}^{DR} + C_{\ell_1\ell_2}^{DL}) f_{T,II}^P \right),
\]

where we have used the shorthand notations \( f_{T,1}^P \) and \( f_{T,II}^P \) that we define as

\[
f_{T,1} = f_{T1}^P [m_{12}^2, 0] + f_{T1}^P [0, m_{12}^2] + \frac{m_{12}^2 - m_{12}^2}{2} f_{T2}^P [m_{12}^2, 0] + f_{T1}^P [0, m_{12}^2]
\]

and

\[
f_{T,II} = f_{T1}^P [m_{12}^2, 0] + f_{T1}^P [0, m_{12}^2] + \frac{m_{12}^2 + m_{12}^2}{2} f_{T2}^P [m_{12}^2, 0] + f_{T3}^P [0, m_{12}^2].
\]

(3.28)

Here \( \lambda_q^P = V_{qq_2} V_{qq_1}^* \), which are the appropriate CKM matrix elements for the calculation.

So far we have not addressed the contributions of the diagrams in Fig. 3.7. These diagrams contain contributions from the axial, vector, and tensor operators from the Lagrangian in Eq. (1.8) of type \( \ell_1 \bar{\ell}_2 q \), where the quarks are both the same flavor. As was the case for
the four-fermion operators that had a flavor change on both the quark side and lepton side, the scalar and pseudoscalar operators do not contribute. We can calculate the contributions of the vector operators using the same tensor matrix element as in Eq. (3.26), but with one important modification. The form factors are the sum of two form factors related to each quark flavor, \( f_{T_i}^q = \tilde{f}_{T_i}^q + \tilde{f}_{T_i}^{q2} \) (e.g. see [94]). Because it is convenient we will use a definition with the quark charge explicitly included in the formula, \( f_{T_i}^q = Q_{q1} f_{T_i}^{q1} + Q_{q2} f_{T_i}^{q2} \). This is important because in the case of Fig. 3.7(a) we only have contributions from \( f_{T_i}^{q1} \) and in Fig. 3.7(b) we only have \( f_{T_i}^{q2} \).

\[
A_{3.7}^{ab} = -\frac{\sqrt{4\pi\alpha}}{\pi^2 A^2} \sum_{j=1}^{2} \left( C_{\ell_1^1 \ell_2^1} \right) \frac{G_F}{\sqrt{2}} C_{\ell_1^q \ell_2^q} \sum_q \lambda_q^P \left( f_{T_1}^{P, q1} \left[ 0, m_{12}^2 \right] + f_{T_3}^{P, q1} \left[ 0, m_{12}^2 \right] \right) ,
\]

\[
A_{3.7}^{ab} = \frac{\sqrt{4\pi\alpha}}{\pi^2 A^2} \sum_{j=1}^{2} \left( C_{\ell_1^1 \ell_2^1} \right) \frac{G_F}{\sqrt{2}} C_{\ell_1^q \ell_2^q} \sum_q \lambda_q^P \left( f_{T_1}^{P, q2} \left[ 0, m_{12}^2 \right] + f_{T_3}^{P, q2} \left[ 0, m_{12}^2 \right] \right) ,
\]

\[
A_{3.7}^{ab} = -\frac{\sqrt{4\pi\alpha}}{\pi^2 A^2} \sum_{j=1}^{2} \left( C_{\ell_1^1 \ell_2^1} \right) \frac{G_F}{\sqrt{2}} C_{\ell_1^q \ell_2^q} \sum_q \lambda_q^P \left( f_{T_1}^{P, q1} \left[ 0, m_{12}^2 \right] + f_{T_3}^{P, q1} \left[ 0, m_{12}^2 \right] \right) .
\]

Applying this information to the decays of \( B_q^0, \bar{D}^0, \) and \( K^0 \) mesons shown in Figs. 3.4–
we find that each scalar function $A_i^{P\ell_1\ell_2}$ is written as

$$A_i^{P\ell_1\ell_2}(p^2,...) = A_i^{3.4}ab_i + A_i^{3.5}ab_i + A_i^{3.6}abcd + A_i^{3.7}ab_i \quad (i = 1–8), \quad (3.30)$$

which are functions of model independent form factors and decay constants.

### 3.2.3 Results

Unfortunately, no experimental limits on the branching ratios of radiative lepton-flavor violating decays exist to constrain any of the applicable Wilson coefficients of the effective Lagrangian of Eq. (1.5). We encourage our colleagues from the LHC and KEK to study these decays. However, some information about Wilson coefficients is available from other transitions, such as two-body decays discussed in Chap. 2. In this section we use this information, along with the assumption of single operator dominance to derive the expectations for the size of the radiative LFV decays, if driven by those operators. These upper limits are presented in Tables 3.1 and 3.2 and the differential decay rates are plotted in Figs. (3.8)–(3.11) of Section 3.2.3.1.

All of the form factors and numerical constants, unless previously mentioned, used to obtain the results in this section may be found in the Appendix. In some cases where form factors are currently unknown, we apply a constituent quark model to estimate the relevant contribution. The quark model approach and results may be found in Sect. 3.2.4.

#### 3.2.3.1 Spectra

Inputting the scalar functions of Eq. (3.30) in the differential decay rate, Eq. (3.16), and integrating over the Mandelstam variables $m_{23}^2$ and $m_{12}^2$, we calculate the differential decay rate, $d\Gamma/dm_{12}^2$, and total decay rate, $\Gamma(P \to \gamma\ell_1\bar{\ell}_2)$. Using these results we may predict the differential decay spectra for individual operators, $(1/\Gamma)(d\Gamma/dE_\gamma)$. Where we make the variable change from $m_{12}^2$ to $E_\gamma$, the photon energy in the meson rest frame, and normalize to the total decay rate. This analysis requires the practical assumption of single operator dominance so that the unknown WCs of individual operators will cancel between
the differential and total decay rates.

The differential decay rates for the vector and tensor operators of type $\mathcal{O} \sim (\ell_1 \bar{\ell}_2)(\bar{q}_1 q_2)$ where $q_1 \neq q_2$ are

\begin{align}
\frac{d\Gamma_{V_{q_1 q_2 \ell_1 \ell_2}}}{dm_{12}^2} &= \frac{C_{VR}^2 + C_{VL}^2}{\Lambda^4} \frac{4\pi\alpha}{(2\pi)^3} \frac{1}{576m_P^2} \left( m_P^2 - m_{12}^2 \right)^{3/2} \left( 2m_{12}^2 - 3m_P^2y^2 \right) f_{V}[m_{12}^2, 0], \tag{3.31} \\
\frac{d\Gamma_{T_{q_1 q_2 \ell_1 \ell_2}}}{dm_{12}^2} &= \frac{C_{TR}^2 + C_{TL}^2}{\Lambda^4} \frac{4\pi\alpha}{(2\pi)^3} \frac{y^2m_{q_1}m_{q_2}G_F^2}{288m_P^2} \left( m_P^2 - m_{12}^2 \right)^3 \\
&\quad \times \left( 2f_{T1}[m_{12}^2, 0] + m_P^2f_{T2}[m_{12}^2, 0] \right)^2 + m_{12}^2 \left( f_{T2}[m_{12}^2, 0] \right)^2. \tag{3.32}
\end{align}

Here we have suppressed the superscripts of the WCs for brevity (e.g. $C_{VR_{q_1 q_2 \ell_1 \ell_2}} \rightarrow C_{VR}$). We drop terms higher in order than $y^2$, which is a good approximation in most cases as the ratio $y$ is small. The vector and tensor operators with flavor change on both the quark and lepton side are of particular importance to our analysis. They cannot be constrained via two-body decays and so the three-body decay channels present us with a unique opportunity to place limits on the associated WCs. The vector operators also have an advantage over the tensor operators because they are not chirally suppressed by quark and lepton masses.
Figure 3.9: Tensor operator ($O \sim (\ell_1 \ell_2)(q_1 q_2)$ where $q_1 \neq q_2$) differential decay plots as functions of photon energy $E_\gamma$: (a) $B_d \rightarrow \gamma \mu \tau$ or $\gamma e \tau$ (solid blue curve), $B_d \rightarrow \gamma e \mu$ (short-dashed gold curve), $B_s \rightarrow \gamma \mu \tau$ or $\gamma e \tau$ (dotted red curve), $B_s \rightarrow \gamma e \mu$ (dot-dashed green curve); (b) $D \rightarrow \gamma e \tau$ (solid blue curve), $D \rightarrow \gamma e \mu$ (short-dashed gold curve) [36].

Figure 3.10: Axial operator ($O \sim (\ell_1 \ell_2)(\bar{q}_1 q_2)$ where $q_1 \neq q_2$) differential decay plots as functions of photon energy $E_\gamma$: (a) $B_d \rightarrow \gamma \mu \tau$ or $\gamma e \tau$ (solid blue curve), $B_d \rightarrow \gamma e \mu$ (short-dashed gold curve), $B_s \rightarrow \gamma \mu \tau$ or $\gamma e \tau$ (dotted red curve), $B_s \rightarrow \gamma e \mu$ (dot-dashed green curve); (b) left scale $D \rightarrow \gamma e \mu$ (solid blue curve), right scale $K \rightarrow \gamma e \mu$ (short-dashed gold curve) [36].
Figure 3.11: Pseudoscalar operator \( \mathcal{O} \sim (\ell_1 \bar{\ell}_2)(\bar{q}_1 q_2) \) differential decay plots as functions of photon energy \( E_\gamma \): (a) \( B_d \to \gamma \mu \tau \) or \( \gamma e \tau \) (solid blue curve), \( B_d \to \gamma e \mu \) (short-dashed gold curve), \( B_s \to \gamma \mu \tau \) or \( \gamma e \tau \) (dotted red curve), \( B_s \to \gamma e \mu \) (dot-dashed green curve); (b) left scale \( D \to \gamma e \mu \) (solid blue curve), right scale \( K \to \gamma e \mu \) (short-dashed gold curve) \[36\].

Assuming WCs are of similar size, this means the vector operators would give a larger contribution to the overall decay rate and conversely are better constrained by experimental limits. The differential spectra given in Eqs. (3.31)–(3.32) are shown in Figs. (3.8)–(3.9).

The three-body decays considered here also provide complementary access to the axial and pseudoscalar operators of type \( \mathcal{O} \sim (\ell_1 \bar{\ell}_2)(\bar{q}_1 q_2) \) where \( q_1 \neq q_2 \). We do not provide the equations for the individual differential decay rates as they are more cumbersome than their vector and tensor counterparts and they are better constrained via two-body decays. Their differential spectra are plotted in Figs. (3.10)–(3.11). We demonstrate how well constrained these and other operators are in Sects. 3.2.3.2 and 3.2.4.2.

3.2.3.2 Limits

Using the available limits on Wilson coefficients from Sect. 2.3 with the form factors of the Appendix, we predict the upper threshold experiments must reach to potentially see LFV in the \( P \to \gamma \ell_1 \bar{\ell}_2 \) decays involving the axial and pseudoscalar operators of type \( \mathcal{O} \sim (\ell_1 \bar{\ell}_2)(\bar{q}_1 q_2) \) where \( q_1 \neq q_2 \) and dipole operators. These upper bounds are presented in Table 3.1 for \( B^0_q \) decays and in Table 3.2 for \( \bar{D}^0 \) and \( K^0_L \) decays. \( K^0_L \) is used in lieu of \( K^0 \) for the limits on the branching ratios due to a lack of experimental information on the total decay rate of \( K^0 \).
Wilson coefficient $B(B_d^0 \rightarrow \gamma \mu \tau)$

<table>
<thead>
<tr>
<th>Wilson coefficient $C_{AR}^{q_b \ell_1 \ell_2}$</th>
<th>Upper limits</th>
</tr>
</thead>
<tbody>
<tr>
<td>$B(B_d^0 \rightarrow \gamma e \mu)$</td>
<td>$B(B_d^0 \rightarrow \gamma e \mu)$</td>
</tr>
<tr>
<td>$9.2 \times 10^{-7}$</td>
<td>$1.2 \times 10^{-6}$</td>
</tr>
</tbody>
</table>

Table 3.1: Upper limits on $B_q^0 \rightarrow \gamma \ell_1 \ell_2$ branching ratios from known Wilson coefficient constraints using form factors for four-fermion axial and pseudoscalar operators of type $O \sim (\ell_1 \ell_2)(\bar{q}_1 q_2)$ where $q_1 \neq q_2$. [36]

<table>
<thead>
<tr>
<th>Wilson coefficient $C_{AR}^{q_b \ell_1 \ell_2}$</th>
<th>Upper limits $B(D^0 \rightarrow \gamma \mu e)$ $B(K_L^0 \rightarrow \gamma \mu e)_{SD}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_{AR}^{q_b \ell_1 \ell_2}$</td>
<td>$2.2 \times 10^{-10}$</td>
</tr>
<tr>
<td>$C_{AL}^{q_b \ell_1 \ell_2}$</td>
<td>$2.2 \times 10^{-10}$</td>
</tr>
<tr>
<td>$C_{PR}^{q_b \ell_1 \ell_2}$</td>
<td>$4.5 \times 10^{-9}$</td>
</tr>
<tr>
<td>$C_{PL}^{q_b \ell_1 \ell_2}$</td>
<td>$4.5 \times 10^{-9}$</td>
</tr>
</tbody>
</table>

Table 3.2: Upper limits on $\bar{D}_0^0 (\bar{u} c), K_L^0 ((d \bar{s} - \bar{s} d) / \sqrt{2}) \rightarrow \gamma \ell_1 \ell_2$ branching ratios from known Wilson coefficient constraints using form factors for four-fermion axial and pseudoscalar operators of type $O \sim (\ell_1 \ell_2)(\bar{q}_1 q_2)$ where $q_1 \neq q_2$. Note the $K_L^0$ results are for short distance (SD) interactions [36].

The normalized differential decay plots of $K^0$ are the same as $K_L^0$ because the normalization to the total decay rate cancels out the numerical differences (i.e. a factor of $1/\sqrt{2}$).

The predicted upper limits of the four-fermion axial and pseudoscalar operators for radiative pseudoscalar decays $P \rightarrow \gamma \ell_1 \ell_2$ in Tables 3.1 and 3.2 demonstrate that these operators ultimately are better constrained by their two-body decay counterparts. When we compare the predicted upper bounds of three-body rates in Tables 3.1 and 3.2 to the two-body experimental limits in Table 2.9 we see they are one to two orders of magnitude smaller. Therefore the three-body decays could still provide complimentary access to these operators.

The tensor form factors in the Appendix also allow us to analyze the contributions of the dipole operators from Eq. (1.6). The dipole operators are best constrained via radiative
Leptons \( \ell_1 \ell_2 \) | Wilson coefficient \( \left[ 35 \right] \) \( (\text{GeV}^{-2}) \) | Predicted upper limits $B(B_d^0 \to \gamma \ell_1 \ell_2)$ $B(B_s^0 \to \gamma \ell_1 \ell_2)$ $B(\bar{D}^0 \to \gamma \ell_1 \ell_2)$

| \( \mu \tau \) | \( |C_D^{\mu \tau} / \Lambda^2| = 2.6 \times 10^{-10} \) | $3.1 \times 10^{-28}$ | $1.2 \times 10^{-26}$ | FPS |
| \( e \tau \) | $2.7 \times 10^{-10}$ | $3.3 \times 10^{-28}$ | $1.3 \times 10^{-26}$ | $3.8 \times 10^{-38}$ |
| \( e \mu \) | $3.1 \times 10^{-7}$ | $5.3 \times 10^{-24}$ | $1.2 \times 10^{-21}$ | $1.4 \times 10^{-27}$ |
| \( \mu \tau \) | \( |C_D^{\mu \tau} / \Lambda^2| = 2.6 \times 10^{-10} \) | $3.1 \times 10^{-28}$ | $1.2 \times 10^{-26}$ | FPS |
| \( e \tau \) | $2.7 \times 10^{-10}$ | $3.3 \times 10^{-28}$ | $1.3 \times 10^{-26}$ | $3.8 \times 10^{-38}$ |
| \( e \mu \) | $3.1 \times 10^{-7}$ | $5.3 \times 10^{-24}$ | $1.2 \times 10^{-21}$ | $1.4 \times 10^{-27}$ |

Table 3.3: Upper limits on $B_q^0 (q \bar{q})$, $D^0 (u \bar{c}) \to \gamma \ell_1 \ell_2$ branching ratios from known dipole Wilson coefficient constraints found in Chap. 2 and using form factors for dipole operators (see the Appendix). FPS stands for “forbidden phase space” \[ 36 \].

Lepton decays $\ell_2 \to \ell_1 \gamma$, where $\ell_2 = \tau, \mu$ and $\ell_1 = \mu, e$. These decays have been the focus of most LFV experiments and therefore have the best constraints: $B(\tau \to \mu \gamma) = 4.4 \times 10^{-8}$, $B(\tau \to e \gamma) = 3.3 \times 10^{-8}$, and $B(\mu \to e \gamma) = 4.2 \times 10^{-13}$ \[ 95, 96 \]. In Sect. 2.1 we were able to provide complimentary access via two-body vector quarkonium decays $V \to \ell_1 \ell_2$ \[ 35 \].

Using the WC constraints obtained from the radiative lepton decays $\ell_2 \to \ell_1 \gamma$ in \[ 35 \], we predict the dipole operator decay upper limits for $P \to \gamma \ell_1 \ell_2$ in Table 3.3. Here the predicted upper limits range from $10^{-21}$–$10^{-38}$, which is much lower than we would expect to be within experimental reach during the foreseeable future. Despite showing that $P \to \gamma \ell_1 \ell_2$ is not a useful means to constrain the dipole operators, the results in Table 3.3 are ten or more orders of magnitude smaller than the predictions of the axial and pseudoscalar operators in Tables 3.1 and 3.2. This confirms that $P \to \gamma \ell_1 \ell_2$ decays are better equipped to constrain four-fermion operators. Indeed the operators in the best position to be constrained are the quark flavor changing four-fermion vector operators, which see no chiral suppression via lepton or quark masses and cannot be constrained via two-body decays.

### 3.2.4 Quark Model

When the necessary form factors are unavailable to take a model independent approach to the calculation of the four-fermion operator contributions of the diagrams in Fig. 3.7,
Table 3.4: Known Wilson coefficient limits from Chap. 2 [35]. Note the center dots denote unknown values which could be constrained via $P \rightarrow \gamma \ell_1 \ell_2$ [36].

we may choose a model dependent approach. We again apply a constituent quark model to calculate the contributions of four-fermion vector, axial, and tensor operators of the type $(\ell_1 \ell_2)(q \bar{q})$. We constrained both the vector and tensor Wilson coefficients for these operators previously in Chap. 2 [35]. The results are reproduced here in Table 3.4 and can be used to find a predicted upper bound on the branching ratio of $B(P \rightarrow \gamma \ell_1 \ell_2)$ for individual operators using the single operator dominance assumption.

3.2.4.1 Consituent Quark Model

The amplitude for the diagrams in Fig. (3.7) using this model is

$$i A = -\frac{i}{\Lambda^2} \varepsilon_{\mu}(k) \sum_{i=1}^{2} \left( \bar{u}_{\ell_1} \left[ C_{V_L(R)}^{q_i \ell_1 \ell_2} \gamma^\alpha P_R + C_{V_L}^{q_i \ell_1 \ell_2} \gamma^\alpha P_L \right] u_{\ell_2} \langle 0 | \bar{q}_1 \Gamma_{V}^{\alpha \mu} q_2 | P(p) \rangle 
+ \bar{u}_{\ell_1} \left[ C_{A_L(R)}^{q_i \ell_1 \ell_2} \gamma^\alpha P_R + C_{A_L}^{q_i \ell_1 \ell_2} \gamma^\alpha P_L \right] u_{\ell_2} \langle 0 | \bar{q}_1 \Gamma_{A}^{\alpha \mu} q_2 | P(p) \rangle 
+ m_2 m_i G_F \bar{u}_{\ell_1} \left[ C_{T_R}^{q_i \ell_1 \ell_2} \sigma^{\alpha \beta} P_L + C_{T_R}^{q_i \ell_1 \ell_2} \sigma^{\alpha \beta} P_R \right] u_{\ell_2} \langle 0 | \bar{q}_1 \Gamma_{T}^{\alpha \beta \mu} q_2 | P(p) \rangle \right).$$

(3.33)

This amplitude is dependent on matrix elements of the form $\langle 0 | \bar{q}_1 \Gamma q_2 | P \rangle$ with the matrices $\Gamma$ defined for each operator ($O \sim (\ell_1 \ell_2)(q_i q_i)$, $i = 1, 2$) as
\[ \Gamma_{V,q_1}^{\alpha\mu} = i \frac{G_F}{\sqrt{2}} \sqrt{\frac{4\pi\alpha}{\pi^2}} m_{q_1} C_{\gamma_7} \sum_{q} \lambda_{q}^{P} \gamma_{\alpha} \frac{x \hat{p} \cdot \hat{q} + m_{q_1}}{(x \hat{p} - \hat{k})^2 - m_{q_1}^2} \sigma_{\mu\nu} (1 + \gamma_5) k^{\nu}, \]

\[ \Gamma_{A,q_1}^{\alpha\mu} = i \frac{G_F}{\sqrt{2}} \sqrt{\frac{4\pi\alpha}{\pi^2}} m_{q_1} C_{\gamma_7} \sum_{q} \lambda_{q}^{P} \gamma_{\alpha} \frac{x \hat{p} \cdot \hat{q} + m_{q_1}}{(x \hat{p} - \hat{k})^2 - m_{q_1}^2} \sigma_{\mu\nu} (1 + \gamma_5) k^{\nu}, \tag{3.34} \]

\[ \Gamma_{T,q_1}^{\alpha\beta\mu} = i \frac{G_F}{\sqrt{2}} \sqrt{\frac{4\pi\alpha}{\pi^2}} m_{q_1} C_{\gamma_7} \sum_{q} \lambda_{q}^{P} \sigma_{\alpha\beta} \frac{x \hat{p} \cdot \hat{q} + m_{q_1}}{(x \hat{p} - \hat{k})^2 - m_{q_1}^2} \sigma_{\mu\nu} (1 + \gamma_5) k^{\nu}, \]

\[ \Gamma_{V,q_2}^{\alpha\mu} = i \frac{G_F}{\sqrt{2}} \sqrt{\frac{4\pi\alpha}{\pi^2}} m_{q_2} C_{\gamma_7} \sum_{q} \lambda_{q}^{P} \sigma_{\mu\nu} (1 + \gamma_5) k^{\nu} \frac{-(1-x) \hat{p} \cdot \hat{q} + m_{q_2}}{(1-x) \hat{p} - \hat{k})^2 - m_{q_2}^2} \gamma_{\alpha}, \]

\[ \Gamma_{A,q_2}^{\alpha\mu} = i \frac{G_F}{\sqrt{2}} \sqrt{\frac{4\pi\alpha}{\pi^2}} m_{q_2} C_{\gamma_7} \sum_{q} \lambda_{q}^{P} \sigma_{\mu\nu} (1 + \gamma_5) k^{\nu} \frac{-(1-x) \hat{p} \cdot \hat{q} + m_{q_2}}{(1-x) \hat{p} - \hat{k})^2 - m_{q_2}^2} \gamma_{\alpha} \gamma_5, \text{ and} \tag{3.35} \]

\[ \Gamma_{T,q_2}^{\alpha\beta\mu} = i \frac{G_F}{\sqrt{2}} \sqrt{\frac{4\pi\alpha}{\pi^2}} m_{q_2} C_{\gamma_7} \sum_{q} \lambda_{q}^{P} \sigma_{\mu\nu} (1 + \gamma_5) k^{\nu} \frac{-(1-x) \hat{p} \cdot \hat{q} + m_{q_2}}{(1-x) \hat{p} - \hat{k})^2 - m_{q_2}^2} \sigma_{\alpha\beta}. \]

In modeling the quark anti-quark distribution, we again chose to follow \[79\] \[82\] \[83\], where we can write the wave function of the ground state, \( P(p) \), as

\[ \psi_{P} = \frac{I_{c}}{\sqrt{6}} \phi_{g}[x] \gamma_{5} (\gamma + m_{P}g[x]) \tag{3.36}. \]

The variable \( x \) is the fraction of the meson momentum transferred by one of the quarks and \( I_{c} \) is the color space identity matrix. We assigned the momenta in Fig. \( \text{[3.7]} \) such that the valence quark \( \bar{q}_{1} \) has momentum \( xP \) and the valence quark \( q_{2} \) has momentum \( (1-x)P \). The function \( g_{P}[x] \) is \( g_{H}[x] \sim 1 \) for high mass mesons and \( g_{L}[x] = 0 \) for low mass mesons. The distribution amplitudes used for light and heavy mesons and their normalization are

\[ \phi_{L} \sim x (1-x), \quad \phi_{H} \sim \left[ \frac{m_{q_{L}}}{M_{H}} \frac{1}{1-x} + \frac{1}{x} - 1 \right]^{-2}, \quad \frac{f_{P}}{2\sqrt{6}} = \int_{0}^{1} \phi[x] \, dx. \tag{3.37} \]

Here \( m_{q_{L}} \) is the mass of the low mass quark and the normalization is proportional to the
Constituent mass (MeV)  335.5  339.5  486  1550  4730

Table 3.5: Constituent quark masses required for calculations of quark model matrix element [97].

Figure 3.12: Differential decay plots as functions of photon energy $E_\gamma$ for (a) vector/axial, (b) left-handed tensor, and (c) right-handed tensor operators of the type $O \sim (\ell_1 \ell_2) (\bar{b}b)$. Plotted decay rates are $B_d \to \gamma \mu \tau$ or $\gamma \et$ (solid blue curve), $B_d \to \gamma e \mu$ (short-dashed gold curve), $B_s \to \gamma \mu \tau$ or $\gamma \et$ (dotted red curve), $B_s \to \gamma e \mu$ (dot-dashed green curve) [36].

decay constant $f_P$. We find the matrix element,

$$\langle 0 | \bar{q}_1 \Gamma^\mu q_2 | P \rangle = \int_0^1 \text{Tr}[\Gamma^\mu \psi_P] \, dx,$$

by integration of the meson momentum fraction $x$ and taking the trace.

3.2.4.2 Spectra and Limits

Since we applied a constituent quark model to calculate the transition amplitudes we need to define its parameters (constituent quark masses) that are used to calculate the matrix element in Eq. (3.38). These masses are in Table 3.5. Using this matrix element and integrating over the Mandelstam variables $m_{23}^2$ and $m_{12}^2$ we can calculate the differential decay rate as a function of the photon energy, $E_\gamma$, in the rest-frame of the meson $P$ and the total decay rate. Plots of these differential decay spectra normalized to individual operator total decay rates are in Figs. (3.12)–(3.16), which show the spectra of $B_q^0$, $\bar{D}^0$, and $K^0$ decays for the vector, axial, and tensor operators of type $(\ell_1 \ell_2)(\bar{q}q)$. The normalization cancels out
Figure 3.13: Differential decay plots as functions of photon energy $E_\gamma$ for (a) vector/axial, (b) left-handed tensor, and (c) right-handed tensor operators of the type $\mathcal{O} \sim (\ell_1 \ell_2)^c (\bar{c} c)$. Plotted decay rates are $D \to \gamma e \tau$ (solid blue curve), $D \to \gamma e \mu$ (short-dashed gold curve).

Figure 3.14: Differential decay plots as functions of photon energy $E_\gamma$ for (a) vector/axial and (b) left/right-handed tensor operators of the type $\mathcal{O} \sim (\ell_1 \ell_2) (\bar{s} s)$. Plotted decay rates are $B_s \to \gamma \mu \tau$ or $\gamma e \tau$ (solid blue curve), $B_s \to \gamma e \mu$ (short-dashed gold curve), and $K \to \gamma e \mu$ (dotted red curve).

sources of uncertainty such as the Wilson coefficients (i.e. $C_{VR(L)}^{i j \ell_1 \ell_2}$) and the CKM matrix element values. As we did in Section 3.2.3.2, we apply known Wilson coefficient constraints from Table 3.4 and the single operator dominance assumption to the total decay rate to make predictions of the branching ratio upper limit for these operators, which can be found in Tables 3.6–3.8.

These limits range in order of magnitude from $10^{-10}$–$10^{-28}$ and therefore many are below experimental reach. It is the spaces between these limits that should draw the reader’s attention. There is much opportunity here to constrain the operators whose limits cannot be predicted. Providing limits using these RLFV decays would of course be complementary to two-body LFV decays of quarkonia (e.g. [35]), but would come for free as we constrain
Figure 3.15: Differential decay plots as functions of photon energy $E_{\gamma}$ for (a) vector/axial, (b) left-handed tensor, and (c) right-handed tensor operators of the type $O \sim (\ell_1 \ell_2) (\bar{d}d)$. Plotted decay rates are $B_d \to \gamma \mu \tau$ or $\gamma e \tau$ (solid blue curve), $B_d \to \gamma e \mu$ (short-dashed gold curve), and $K \to \gamma e \mu$ (dotted red curve).

Figure 3.16: Differential decay plots as functions of photon energy $E_{\gamma}$ for (a) vector/axial, (b) left-handed tensor, and (c) right-handed tensor operators of the type $O \sim (\ell_1 \ell_2) (\bar{u}u)$. Plotted decay rates are $D \to \gamma e \tau$ (solid blue curve), $D \to \gamma e \mu$ (short-dashed gold curve).
<table>
<thead>
<tr>
<th>Wilson coefficient</th>
<th>$\mathcal{B}(B^0_d \to \gamma \mu\tau)$</th>
<th>$\mathcal{B}(B^0_d \to \gamma \tau\mu)$</th>
<th>$\mathcal{B}(B^0_d \to \gamma \mu\mu)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_{VR}^{b\ell_1 t_2}$</td>
<td>$5.7 \times 10^{-20}$</td>
<td>$7.8 \times 10^{-20}$</td>
<td>$\cdots$</td>
</tr>
<tr>
<td>$C_{VL}^{b\ell_1 t_2}$</td>
<td>$5.7 \times 10^{-20}$</td>
<td>$7.8 \times 10^{-20}$</td>
<td>$\cdots$</td>
</tr>
<tr>
<td>$C_{AR}^{d\ell_1 t_2}$</td>
<td>$\cdots$</td>
<td>$\cdots$</td>
<td>$2.0 \times 10^{-12}$</td>
</tr>
<tr>
<td>$C_{TR}^{d\ell_1 t_2}$</td>
<td>$3.9 \times 10^{-21}$</td>
<td>$5.1 \times 10^{-21}$</td>
<td>$\cdots$</td>
</tr>
<tr>
<td>$C_{TL}^{d\ell_1 t_2}$</td>
<td>$1.1 \times 10^{-18}$</td>
<td>$1.5 \times 10^{-18}$</td>
<td>$\cdots$</td>
</tr>
</tbody>
</table>

Table 3.6: Upper limits on $B^0_d (d\bar{b}) \to \gamma \ell_1 \ell_2$ branching ratios from known Wilson coefficient constraints using constituent quark model. The center dots indicate no Wilson coefficient constraints were available for a prediction of an upper bound. Experimental studies of this decay channel would present an opportunity to constrain these Wilson coefficients [36].

<table>
<thead>
<tr>
<th>Wilson coefficient</th>
<th>$\mathcal{B}(B^0_s \to \gamma \mu\tau)$</th>
<th>$\mathcal{B}(B^0_s \to \gamma \tau\mu)$</th>
<th>$\mathcal{B}(B^0_s \to \gamma \mu\mu)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_{VR}^{b\ell_1 t_2}$</td>
<td>$1.8 \times 10^{-18}$</td>
<td>$2.5 \times 10^{-18}$</td>
<td>$\cdots$</td>
</tr>
<tr>
<td>$C_{VL}^{b\ell_1 t_2}$</td>
<td>$1.8 \times 10^{-18}$</td>
<td>$2.5 \times 10^{-18}$</td>
<td>$\cdots$</td>
</tr>
<tr>
<td>$C_{AR}^{s\ell_1 t_2}$</td>
<td>$\cdots$</td>
<td>$\cdots$</td>
<td>$1.3 \times 10^{-10}$</td>
</tr>
<tr>
<td>$C_{TR}^{s\ell_1 t_2}$</td>
<td>$2.1 \times 10^{-19}$</td>
<td>$2.8 \times 10^{-19}$</td>
<td>$\cdots$</td>
</tr>
<tr>
<td>$C_{TL}^{s\ell_1 t_2}$</td>
<td>$3.9 \times 10^{-17}$</td>
<td>$5.1 \times 10^{-17}$</td>
<td>$\cdots$</td>
</tr>
</tbody>
</table>

Table 3.7: Upper limits on $B^0_s (s\bar{b}) \to \gamma \ell_1 \ell_2$ branching ratios from known Wilson coefficient constraints using constituent quark model. The center dots indicate no Wilson coefficient constraints were available for a prediction of an upper bound. Experimental studies of this decay channel would present an opportunity to constrain these Wilson coefficients [36].
The vector and tensor operators with flavor changes on both the quark and lepton sides.

<table>
<thead>
<tr>
<th>Wilson coefficient</th>
<th>Upper limits $\mathcal{B}(D^0 \rightarrow \gamma e\tau)$</th>
<th>Upper limits $\mathcal{B}(D^0 \rightarrow \gamma e\mu)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_{VR}^{c\ell_1\ell_2}$</td>
<td>$5.1 \times 10^{-28}$</td>
<td>$8.8 \times 10^{-24}$</td>
</tr>
<tr>
<td>$C_{VL}^{c\ell_1\ell_2}$</td>
<td>$5.1 \times 10^{-28}$</td>
<td>$8.8 \times 10^{-24}$</td>
</tr>
<tr>
<td>$C_{AR}^{u\ell_1\ell_2}$</td>
<td>$\ldots$</td>
<td>$1.3 \times 10^{-16}$</td>
</tr>
<tr>
<td>$C_{AL}^{u\ell_1\ell_2}$</td>
<td>$\ldots$</td>
<td>$1.3 \times 10^{-16}$</td>
</tr>
<tr>
<td>$C_{TR}^{c\ell_1\ell_2}$</td>
<td>$6.0 \times 10^{-28}$</td>
<td>$2.5 \times 10^{-24}$</td>
</tr>
<tr>
<td>$C_{TL}^{c\ell_1\ell_2}$</td>
<td>$6.2 \times 10^{-27}$</td>
<td>$3.7 \times 10^{-22}$</td>
</tr>
</tbody>
</table>

Table 3.8: Upper limits on $\bar{D}^0 (u\bar{c}) \rightarrow \gamma \ell_1 \bar{\ell}_2$ branching ratios from known Wilson coefficient constraints using constituent quark model. The center dots indicate no Wilson coefficient constraints were available for a prediction of an upper bound. Experimental studies of this decay channel would present an opportunity to constrain these Wilson coefficients [36].
CHAPTER 4: CONCLUSION

Studies of lepton flavor violating transitions are a promising path in the search for new physics. A convenient way to study new physics is to employ effective Lagrangians. All models of new physics that include flavor-violating interactions are encoded in the values of Wilson coefficients of the low energy effective Lagrangian in Eq. (1.5). We argued that Wilson coefficients of this Lagrangian could be effectively probed by studying decays of quarkonium and other meson states with different spin-parity quantum numbers, providing complementary constraints to those obtained from tau and mu decays [37, 98].

The proposed framework allows us to select two-body meson decays in such a way that only operators with particular quantum numbers are probed, significantly reducing the reliance on the single operator dominance assumption that is prevalent in constraining the parameters of the effective LFV Lagrangian. We argued that studies of RLFV decays could provide important complementary access to effective operators probed in two-body decays of type $\mathcal{O} \sim (\ell_1 \bar{\ell}_2) (\bar{q}q)$ where there is only a FCNC on the lepton side without the need to include a composite strongly-interacting meson to the final state. We also saw that the radiative three-body decays of $B_q^0$, $D^0$, and $K^0$ to $\gamma \ell_1 \bar{\ell}_2$ allowed access to the effective operators in Eq. (1.5) which cannot be probed via any two-body meson decays. Finally, we provide evidence that the dipole operators are so well constrained by radiative LFV transitions $\ell_2 \to \ell_1 \gamma$ that their threshold for contributions to $\mathcal{B}(P \to \gamma \ell_1 \bar{\ell}_2)$ is many orders of magnitude below experimental reach. Thus, their contribution to the sum of amplitudes in Eq. (3.30) can be safely dropped.

As more data is produced by Belle II and the LHCb experiment, we emphatically encourage our experimental colleagues to produce experimental limits on both LFV and radiative LFV decays of the quarkonia and the $B_q^0$, $\bar{D}^0$, and $K^0$ mesons discussed in this work.
APPENDIX: FORM FACTORS AND NUMERICAL CONSTANTS

To estimate differential decay rates and the upper limits of the total decay rates of the radiative decays in Section 3.2.3 we must apply the form factors of Eqs. (3.17)–(3.19) and the numerical constants of Tables 1 and 2. Numerical inputs for the CKM matrix elements are found in [34]. Before we can apply these form factors, we must relate them to those calculated in the literature, which are defined as [85, 86, 87, 88, 89]

\[
\langle \gamma^*(k_2)|\bar{q}_1\gamma^\mu\gamma_5q_2|P(p)\rangle = ie\varepsilon_\alpha^*(k_2)(g_\alpha^{\mu\nu}k_1 \cdot k_2 - k_1^\alpha k_2^\mu) \frac{F_P^P[k_2^2, k_2^2]}{m_P},
\]

\[
\langle \gamma^*(k_2)|\bar{q}_1\gamma^\mu q_2|P(p)\rangle = e\varepsilon_\alpha^*(k_2)\epsilon^{k_1k_2\mu\alpha} \frac{F_P^V[k_2^2, k_2^2]}{m_P},
\]

\[
\langle \gamma^*(k_2)|\bar{q}_1\sigma^{\mu\nu}\gamma_5q_2|P(p)\rangle k_{1\nu} = e\varepsilon_\alpha^*(k_2)(g_\alpha^{\mu\nu}k_1 \cdot k_2 - k_1^\alpha k_2^\mu) \frac{F_{TA}^P[k_2^2, k_2^2]}{m_P},
\]

\[
\langle \gamma^*(k_2)|\bar{q}_1\sigma^{\mu\nu}q_2|P(p)\rangle k_{1\nu} = ie\varepsilon_\alpha^*(k_2)\epsilon^{k_1k_2\mu\alpha} \frac{F_{TV}^P[k_2^2, k_2^2]}{m_P}.
\]

These form factors are functions of two momenta, \( k_1 \), which is emitted from the \( q_1 \to q_2 \) weak transition current, and \( k_2 \), which is emitted from one of the valence quarks of the meson \( P \). Here the photon is off-shell, but the on-shell definitions may be found by assuming \( k_2^2 = 0 \) and applying the momentum conservation relation \( p = k_1 + k_2 \).

Assuming \( k^2 = 0 \) and making the appropriate substitutions of \( Q = p - k \) and \( k \) for \( k_1 \) and \( k_2 \) we find the necessary relations between the form factors in Eqs. (3.17)–(3.19) and Eq. (1) as

\[
\begin{array}{cccccc}
  m_u & m_d & m_c & m_s & m_b \\
  2.2^{+0.6}_{-0.4} \text{ MeV} & 4.7^{+0.5}_{-0.4} \text{ MeV} & 1.28 \pm 0.03 \text{ GeV} & 96^{+8}_{-4} \text{ MeV} & 4.18^{+0.04}_{-0.03} \text{ GeV} \\
\end{array}
\]

Table 1: \( \overline{MS} \) quark masses required for decay calculations [34].
| Transition | Scale $\mu$ [GeV] | $|C_{7\gamma}|$ | Ref. |
|------------|------------------|------------------|------|
| $b \rightarrow d(s)\gamma$ | 5.0 | 0.299 | [46] |
| $c \rightarrow u\gamma$ | 1.3 | 0.0025 | $|4V_{us}V_{cb}|$ [60] |

Table 2: Penguin operator Wilson coefficients, $C_{7\gamma}$, for decay calculations.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>$F_V$</th>
<th>$F_{TV}$</th>
<th>$F_A$</th>
<th>$F_{TA}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$B_{d,s}^0 \rightarrow \gamma$</td>
<td>$\beta$ (GeV$^{-1}$)</td>
<td>0.28</td>
<td>0.30</td>
<td>0.26</td>
</tr>
<tr>
<td>$\Delta$ (GeV)</td>
<td>0.04</td>
<td>0.04</td>
<td>0.30</td>
<td>0.30</td>
</tr>
</tbody>
</table>

Table 3: Parameters of the $B_q^0 \rightarrow \gamma$ form factors, as defined in Eq. (3) [85].

\begin{align*}
F_{V,A}^P(Q^2,0) &= m_p f_{V,A}^P(Q^2,0), \\
F_{TV}^P(Q^2,0) &= -f_{TV}^P(Q^2,0) - p \cdot k f_{T2}^P(Q^2,0), \\
F_{TA}^P(Q^2,0) &= -f_{TA}^P(Q^2,0) - p \cdot Q f_{T2}^P(Q^2,0), \\
F_{TV,TA}^P(0,Q^2) &= -f_{TV}^P(0,Q^2) - f_{TA}^P(0,Q^2).
\end{align*}

To make use of these relations we employ the parameterizations of [85] for the $F_V$, $F_A$, $F_{TV}$, and $F_{TA}$ form factors. For the $B_q^0 \rightarrow \gamma$ form factor parameterization when the photon $\gamma$ is emitted from the valence quarks ($k_1 = Q, k_2 = k$) we use

$$F_i^{B_q}[E] = \beta_i \frac{f_{PM}p}{\Delta_i + E_\gamma}, \quad i = V, A, TV, TA$$

where $E_\gamma$ is the photon energy in the $P$-meson rest-frame. The constants $\beta$ and $\Delta$ are numerical parameters which can be found in Table 3.

For the parameterization of the $\bar{D}^0, K^0 \rightarrow \gamma$ form factors when the photon $\gamma$ is emitted
Table 4: Parameters of the $\bar{D}^0$, $K^0 \rightarrow \gamma$ form factors, as defined in Eq. (4) [89, 99]. The $K^0$ tensor form factors will be calculated elsewhere.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>$V$</th>
<th>$A$</th>
<th>$TV$</th>
<th>$TA$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\bar{D}^0 \rightarrow \gamma$</td>
<td>$F^V_i(0)$</td>
<td>-0.12</td>
<td>0.14</td>
<td>-0.12</td>
</tr>
<tr>
<td></td>
<td>$F^u_i(0)$</td>
<td>-0.37</td>
<td>-0.31</td>
<td>-0.38</td>
</tr>
<tr>
<td>$M_i$ (GeV)</td>
<td>2.0</td>
<td>2.3</td>
<td>2.0</td>
<td>2.4</td>
</tr>
<tr>
<td>$K^0 \rightarrow \gamma$</td>
<td>$F^V_i(0)$</td>
<td>-0.22</td>
<td>0.20</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>$F^s_i(0)$</td>
<td>-0.18</td>
<td>-0.19</td>
<td>–</td>
</tr>
<tr>
<td>$M_i$ (GeV)</td>
<td>0.89</td>
<td>0.89</td>
<td>–</td>
<td>–</td>
</tr>
</tbody>
</table>

Table 5: Vector meson dominance input parameters for $F_{TV, TA}[0, Q^2]$ form factors.

<table>
<thead>
<tr>
<th>$V$</th>
<th>$g_{B_0^0 \rightarrow V}$</th>
<th>$g_{D^0 \rightarrow V}$</th>
<th>$f_V$ (MeV)</th>
<th>$m_V$ (MeV)</th>
<th>$\Gamma_V$ (MeV)</th>
<th>Refs.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho$</td>
<td>0.27</td>
<td>-0.66</td>
<td>154</td>
<td>775.26 ± 0.25</td>
<td>147.8 ± 0.9</td>
<td>[34, 88, 100]</td>
</tr>
<tr>
<td>$\omega$</td>
<td>-0.27</td>
<td>-0.66</td>
<td>45.3</td>
<td>782.65 ± 0.12</td>
<td>8.49 ± 0.08</td>
<td>[34, 88, 100]</td>
</tr>
<tr>
<td>$\phi$</td>
<td>-0.38</td>
<td>–</td>
<td>1019.460 ± 0.016</td>
<td>4.247 ± 0.016</td>
<td>[34, 88, 100]</td>
<td></td>
</tr>
</tbody>
</table>

The vector meson dominance input parameter values are found in Table 5. The $\rho$ and $\omega$ mesons are part of the vector meson sum for $B_d^0$ and $D^0$ decays are parameterized using vector meson dominance in [87, 88], which gives

$$F^P_i[m_{12}^2] = \frac{Q_d F_i^{(q_1)}[0] + Q_u F_i^{(q_2)}[0]}{1 - \frac{m^2_{12}}{m_i^2}} , \quad i = V, A, TV, TA. \quad (4)$$

Here $Q_{d(s)} = -\frac{1}{3}, Q_{u(c)} = \frac{2}{3}$, and the remaining parameters are found in Table 4 [89].

The form factors $F^P_{TV, TA}[0, Q^2]$ for $B_q^0$ and $\bar{D}^0$ decays are parameterized using vector meson dominance in [87, 88], which gives

$$F^P_{TV, TA}[0, Q^2] = F^P_{TV, TA}[0, 0] - \sum_V 2 f_V g[0]^{P \rightarrow V} \frac{Q^2/m_V}{Q^2 - m_V^2 + i m_V \Gamma_V}. \quad (5)$$

The vector meson dominance input parameter values are found in Table 5. The $\rho$ and $\omega$ mesons are part of the vector meson sum for $B_d^0$ and $D^0$ form factors because of their respective $d$ and $u$ valence quark content. The $\phi$ meson is part of the vector meson sum for the $B_s^0$ form factor because of its $s$ valence quark content. The zero momentum values
of the tensor form factors are \( F_{T V, T A}^{D_0} [0, 0] = 0.115 \) and \( F_{T V, T A}^{D_0} [0, 0] = Q_c f_{T V, T A}^c [0] + Q_u f_{T V, T A}^u [0] \).

Given these form factors and the general input values given in Tables 1 and 2 we are able to plot the normalized differential decay rates and estimate the upper limits for the radiative branching ratios assuming single operator dominance in Section 3.2.3.
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We apply an effective field theory approach and argue that lepton flavor violating (LFV) decays $M \to \ell_1 \ell_2$ of meson states $M$ with different quantum numbers could be used to put constraints on the Wilson coefficients of effective operators describing LFV interactions at low energy scales. We note that the restricted kinematics of the two-body decay of quarkonium or a heavy quark meson allows us to select operators with particular quantum numbers, significantly reducing the reliance on the single operator dominance assumption that is prevalent in constraining parameters of the effective LFV Lagrangian. We shall also argue that studies of radiative lepton flavor violating $M \to \gamma \ell_1 \ell_2$ decays could provide important complementary access to those effective operators in addition to primary access to operators that cannot be constrained via two-body decays.
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