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“Everything that living things do can be understood in terms of the jigglings and wigglings of atoms.”

- Richard P. Feynman
PREFACE

This dissertation comprises a four and half years of research work carried out to pursue a Ph.D. degree at the department of Physics and Astronomy, Wayne State University. The main goal of research is to understand the biological activities of proteins by investigating the structure and dynamics at molecular level. All the experiments were performed at national neutron and X-ray facilities of the United States. The works presented here mainly demonstrate the use of various state-of-the-art neutron and X-ray spectrometers to unravel the protein enzymatic activities. The experimental methods, data analysis and the interpretation of the results extensively use the broad knowledge of physics for understanding the mechanisms of living systems. Therefore, this work comes under one of the elevating topic in interdisciplinary science, ‘biophysics’.

In the recent years, neutron and X-ray scattering are widely increasing techniques in biomolecular research. Such techniques can be used to study the biomolecular structure and dynamics at sufficiently high-resolution. Several neutron and X-ray scattering techniques have provided a new insight into the existing biomolecular problems. In this dissertation, some of the major biophysical questions are addressed with comprehensive solutions. Chapter 1 gives a very brief introduction to the biomolecular structure and dynamics pivotal for their functions. Chapter 2 provides the basic description of the neutron and X-ray scattering theory, techniques, and applications in the study of structure and dynamics of biomolecules. The next four chapters 3, 4, 5 and 6 cover the current biophysical challenges. These challenges (projects) are investigated using neutron or X-ray scattering methods, which provides a new insight for understanding the underlying biological mechanism. Finally, a brief summary of the dissertation is discussed in chapter 7.

Utsab R. Shrestha
Detroit, United States
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Figure 3.8 Schematic picture of phase diagram and energy landscape in IPPase and HEWL under high pressure and temperature. (Left) Denaturation phase diagram of IPPase and HEWL (shaded region) as functions of temperature and pressure. The axes in the diagram are not drawn to scale. (Right) Schematic plot of cross-sections through a highly simplified energy landscape of atomic fluctuations for different conformational substates (CSs) in IPPase and HEWL under ambient and 100 MPa (1 kbar) of pressure.

Figure 4.1 Schematic diagram of mechanism of G-protein-coupled receptor, rhodopsin binding heterotrimeric guanylate nucleotide-binding G protein (transducin) upon photoactivation.

Figure 4.2 Mechanism of conformational change in rhodopsin upon activation. (Left) Isomerization of 11-cis retinal to all-trans retinal upon photoactivation. (Right) Conformational change in rhodopsin, where green is Metarhodopsin II structure (PDB 3PQR) due to light activation and black is dark state rhodopsin (PDB 1F88).

Figure 4.3 Bio-SANS instrument at High Flux Isotope Reactor (HFIR), Oak Ridge National Laboratory (ORNL).

Figure 4.4 SAXS intensity profiles, pair distance distribution function and the schematic of structure of detergent micelles. The pair distance distribution function, $P(r)$ is calculated from the inverse Fourier transfer of $I(q)$. 
Figure 4.5  SAXS intensity profiles of rhodopsin-DDM complex at various detergent to protein ratio. The solid red curves are the fitting of SAXS profiles by core-shell ellipsoidal model (Eq. 4.6).  

Figure 4.6  Guinier analysis of rhodopsin-DDM complex at various detergent to protein ratio. The solid red lines are the Guinier fits.  

Figure 4.7  Schematic of rhodopsin-DDM complex based on core-shell ellipsoidal model fit parameters, where core is rhodopsin (pink color) and the shell is DDM micelle (green color).  

Figure 4.8  SAXS intensity profiles of rhodopsin-CHAPS complex at various detergent to protein ratio.  

Figure 4.9  Guinier analysis of rhodopsin-CHAPS complex at various detergent to protein ratio. The solid red lines are the Guinier fits.  

Figure 4.10  Theoretical values of scattering length densities (SLDs) of rhodopsin, DDM and CHAPS. The red dots represent the contrast match point for each of the cases with variation of D$_2$O/H$_2$O ratio in solution.  

Figure 4.11  Schematic of contrast matched SANS experiment and the corresponding intensity profiles. The data are measured from rhodopsin in dark state (DS) and light-activated state (LAS), where the rhodopsin is stabilized using two detergents CHAPS and DDM. The data from protein-detergent complexes are measured using 17% and 18% D$_2$O such that scattering length density of detergent is matched with that of solvent. In this way, after the buffer subtraction, measured SANS intensity only contains the signals from protein (rhodopsin).  

Figure 4.12  Guinier analysis and the pair distance distribution function of dark state (DS) vs. light-activated state (LAS) rhodopsin. The differences between DS vs. LAS of rhodopsin clearly indicates the large conformational change in rhodopsin, crucial for the activation of congnate G protein, transducin.  

Figure 4.13  Theoretical SANS intensity profile calculation using known protein data bank (PDB) structures. (Top) PDB 1F88 - dark state rhodopsin (black) and PDB 3PQR - light-activated rhodopsin (green). (Bottom) Theoretical SANS profile of dark state rhodopsin at different oligomeric forms: monomer (yellow curve), dimer (blue curve), trimer (cyan curve), and tetramer (magenta curve). The red curve is generated from the tetramer of light activated structure of rhodopsin. Rhodopsin tetramer structure in dark and light activated states best fit the experimental SANS profile.
Figure 4.14 Atomic mean-square displacements (MSDs) of hydrogen atom as a function of temperature in the dark-state rhodopsin (open black squares) and the ligand free apoprotein opsin (open green circles) are nearly identical and both show a dynamical transition $T_D \sim 220$ K. The inset shows the elastic incoherent neutron scattering (EINS) intensities for dark-state rhodopsin and opsin respectively. 
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Figure 6.1 SAXS intensity profiles of (A) MppA and (B) MppA-peptide. The solid red curves are the fitting of intensities with spherical form factor, which best fit the data.
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Figure 6.4 Pair distance distribution functions of MppA and MppA-peptide. The bell-shaped curves with maximum at ‘r’ represent the spherically shaped globular protein having radius ‘r’.

Figure 6.5 3D reconstruction of (A) MppA and (B) MppA-peptide from measured SAXS data using the programs DAMMIF, SUPCOMB and DAMAVER in software package ATSAS.
<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1D</td>
<td>One-dimensional</td>
</tr>
<tr>
<td>2D</td>
<td>Two-dimensional</td>
</tr>
<tr>
<td>3D</td>
<td>Three-dimensional</td>
</tr>
<tr>
<td>tRNA</td>
<td>Transfer ribonucleic acid</td>
</tr>
<tr>
<td>COX</td>
<td>Cyclooxygenase</td>
</tr>
<tr>
<td>PGH₂</td>
<td>Prostaglandin H₂</td>
</tr>
<tr>
<td>ACE</td>
<td>Angiotensin converting enzymes</td>
</tr>
<tr>
<td>MBP</td>
<td>Maltose-binding protein</td>
</tr>
<tr>
<td>MppA</td>
<td>Murein peptide permease A</td>
</tr>
<tr>
<td>IPPase</td>
<td>Inorganic pyrophosphatase</td>
</tr>
<tr>
<td>PPi</td>
<td>Pyrophosphate</td>
</tr>
<tr>
<td>Pi</td>
<td>Orthophosphate</td>
</tr>
<tr>
<td>Tt</td>
<td>Thermococcus thioreducens</td>
</tr>
<tr>
<td>HEWL</td>
<td>Hen-egg white lysozyme</td>
</tr>
<tr>
<td>GPCR</td>
<td>G-protein-coupled receptor</td>
</tr>
<tr>
<td>7TM</td>
<td>Seven alpha-helical transmembrane</td>
</tr>
<tr>
<td>DDM</td>
<td>n-docecyl-β-D-maltoside</td>
</tr>
<tr>
<td>CHAPS</td>
<td>3-[(3-cholamidopropyl)dimethylammonio]-1-propanesulfonate</td>
</tr>
<tr>
<td>DDAO</td>
<td>Dodecyldimethylamine oxide</td>
</tr>
<tr>
<td>RDM</td>
<td>Rhodopsin disk membrane</td>
</tr>
<tr>
<td>GFP</td>
<td>Green fluorescent protein</td>
</tr>
<tr>
<td>HSA</td>
<td>Human serum albumin</td>
</tr>
<tr>
<td>BSA</td>
<td>Bovine serum albumin</td>
</tr>
<tr>
<td>PBP</td>
<td>Periplasmic ligand-binding protein</td>
</tr>
<tr>
<td>IPTG</td>
<td>Isopropyl-D-thiogalactopyranoside</td>
</tr>
<tr>
<td>AFP</td>
<td>Anti-freeze protein</td>
</tr>
<tr>
<td>AFGP</td>
<td>Anti-freeze glycoprotein</td>
</tr>
<tr>
<td>--------</td>
<td>---------------------------------------------</td>
</tr>
<tr>
<td>ND</td>
<td>Nanodiamond</td>
</tr>
<tr>
<td>GF</td>
<td>Graphene foam</td>
</tr>
<tr>
<td>PDC</td>
<td>Protein-detergent complex</td>
</tr>
<tr>
<td>CMC</td>
<td>Critical micellar concentration</td>
</tr>
<tr>
<td>SDS</td>
<td>Sodium dodecyl sulfate</td>
</tr>
<tr>
<td>PAGE</td>
<td>Polyacrylamide gel electrophoresis</td>
</tr>
<tr>
<td>NMR</td>
<td>Nuclear magnetic resonance</td>
</tr>
<tr>
<td>SDSL</td>
<td>Site-directed spin labeling</td>
</tr>
<tr>
<td>BNS</td>
<td>Brillouin neutron spectroscopy</td>
</tr>
<tr>
<td>AFM</td>
<td>Atomic-force microscopy</td>
</tr>
<tr>
<td>CVD</td>
<td>Chemical vapor deposition</td>
</tr>
<tr>
<td>ATP</td>
<td>Adenosine triphosphate</td>
</tr>
<tr>
<td>SAS</td>
<td>Small-angle scattering</td>
</tr>
<tr>
<td>SANS</td>
<td>Small-angle neutron scattering</td>
</tr>
<tr>
<td>SAXS</td>
<td>Small-angle X-ray scattering</td>
</tr>
<tr>
<td>WAXS</td>
<td>Wide-angle X-ray scattering</td>
</tr>
<tr>
<td>TOF</td>
<td>Time-of-flight</td>
</tr>
<tr>
<td>QENS</td>
<td>Quasi-elastic neutron scattering</td>
</tr>
<tr>
<td>INS</td>
<td>Inelastic neutron scattering</td>
</tr>
<tr>
<td>IXS</td>
<td>Inelastic X-ray scattering</td>
</tr>
<tr>
<td>EINS</td>
<td>Elastic incoherent neutron scattering</td>
</tr>
<tr>
<td>FWS</td>
<td>Fixed window scan</td>
</tr>
<tr>
<td>MD</td>
<td>Molecular dynamics</td>
</tr>
<tr>
<td>SLD</td>
<td>Scattering length density</td>
</tr>
<tr>
<td>HWHM</td>
<td>Half-width at half maximum</td>
</tr>
<tr>
<td>FWHM</td>
<td>Full-width at half maximum</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Description</td>
</tr>
<tr>
<td>--------------</td>
<td>-------------</td>
</tr>
<tr>
<td>EISF</td>
<td>Elastic incoherent structure factor</td>
</tr>
<tr>
<td>ISF</td>
<td>Intermediate scattering function</td>
</tr>
<tr>
<td>iFT</td>
<td>inverse fourier transform</td>
</tr>
<tr>
<td>MSD</td>
<td>Mean-square displacement</td>
</tr>
<tr>
<td>MCT</td>
<td>Mode coupling theory</td>
</tr>
<tr>
<td>TH</td>
<td>Thermal hysteresis</td>
</tr>
<tr>
<td>NV</td>
<td>Nitrogen-vacancy</td>
</tr>
<tr>
<td>EL</td>
<td>Energy landscape</td>
</tr>
<tr>
<td>DHO</td>
<td>Damped-harmonic oscillator</td>
</tr>
<tr>
<td>DS</td>
<td>Dark-state</td>
</tr>
<tr>
<td>LAS</td>
<td>Light-activated state</td>
</tr>
<tr>
<td>LED</td>
<td>Light emitting diode</td>
</tr>
<tr>
<td>EC</td>
<td>Enzyme commission</td>
</tr>
<tr>
<td>PDB</td>
<td>Protein data bank</td>
</tr>
<tr>
<td>SD</td>
<td>Standard deviation</td>
</tr>
<tr>
<td>UV</td>
<td>Ultraviolet</td>
</tr>
<tr>
<td>CS</td>
<td>Conformational substate</td>
</tr>
<tr>
<td>PAN</td>
<td>Peak analysis software</td>
</tr>
<tr>
<td>DAVE</td>
<td>Data analysis and visualization environment</td>
</tr>
<tr>
<td>BASIS</td>
<td>near-backscattering spectrometer</td>
</tr>
<tr>
<td>HFIR</td>
<td>High-flux isotope reactor</td>
</tr>
<tr>
<td>SNS</td>
<td>Spallation neutron source</td>
</tr>
<tr>
<td>DCS</td>
<td>Disk chopper spectrometer</td>
</tr>
<tr>
<td>HFBS</td>
<td>High flux backscattering spectrometer</td>
</tr>
<tr>
<td>NIST</td>
<td>National institute of standards and technology</td>
</tr>
<tr>
<td>NCNR</td>
<td>NIST center of neutron research</td>
</tr>
<tr>
<td>BNL</td>
<td>Brookhaven national laboratory</td>
</tr>
<tr>
<td><strong>NSLS</strong></td>
<td>National synchrotron light source</td>
</tr>
<tr>
<td><strong>ORNL</strong></td>
<td>Oak Ridge national laboratory</td>
</tr>
<tr>
<td><strong>APS</strong></td>
<td>Advanced photon source</td>
</tr>
</tbody>
</table>
## LIST OF SYMBOLS

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_D$</td>
<td>Dynamic transition temperature</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>Wavelength</td>
</tr>
<tr>
<td>$k$</td>
<td>Momentum-vector</td>
</tr>
<tr>
<td>$v$</td>
<td>Velocity</td>
</tr>
<tr>
<td>$\bar{Q}, \bar{q}$</td>
<td>Wave-vector transfer or scattering vector</td>
</tr>
<tr>
<td>$\omega$</td>
<td>Energy transfer</td>
</tr>
<tr>
<td>$b$</td>
<td>Scattering length</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>Scattering cross-section</td>
</tr>
<tr>
<td>$\rho$</td>
<td>Scattering length density</td>
</tr>
<tr>
<td>$S(Q), S(q)$</td>
<td>Static structure factor</td>
</tr>
<tr>
<td>$I(q)$</td>
<td>Scattering intensity</td>
</tr>
<tr>
<td>$I(0)$</td>
<td>Forward scattering intensity</td>
</tr>
<tr>
<td>$P(r)$</td>
<td>Particle form factor</td>
</tr>
<tr>
<td>$R_g$</td>
<td>Radius of gyration</td>
</tr>
<tr>
<td>$D_{max}$</td>
<td>Maximum dimension of a particle</td>
</tr>
<tr>
<td>$S(Q, \omega)$</td>
<td>Dynamic structure factor</td>
</tr>
<tr>
<td>$I(Q, t)$</td>
<td>Intermediate scattering function</td>
</tr>
<tr>
<td>$&lt; x^2 &gt;$</td>
<td>Mean-square displacement</td>
</tr>
<tr>
<td>$\Gamma(Q)$</td>
<td>Half-width at half maximum</td>
</tr>
<tr>
<td>$a$</td>
<td>Radius of a confined sphere</td>
</tr>
<tr>
<td>$p_0$</td>
<td>Fraction of immobile atoms</td>
</tr>
<tr>
<td>$\tau_\beta$</td>
<td>Characteristic $\beta$-relaxation time</td>
</tr>
</tbody>
</table>
### LIST OF PHYSICAL CONSTANTS

<table>
<thead>
<tr>
<th>Constant</th>
<th>Value</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k_B$</td>
<td>$1.38 \times 10^{-23}$ J/K</td>
<td>Boltzmann’s constant</td>
</tr>
<tr>
<td>$h$</td>
<td>$6.626 \times 10^{-34}$ J s</td>
<td>Planck’s constant</td>
</tr>
<tr>
<td>$c$</td>
<td>$2.99 \times 10^8$ m/s</td>
<td>Speed of light</td>
</tr>
<tr>
<td>$R$</td>
<td>$8.314$ J/mol K</td>
<td>Ideal gas constant</td>
</tr>
</tbody>
</table>
CHAPTER 1 INTRODUCTION

“Life ... is a relationship between molecules.”
- Linus Pauling

1.1 Biomolecules

Biological molecules are the basis of all the living organisms that help in growth and survival. They are mainly made up of complex organic compounds with carbon, hydrogen and oxygen as fundamental constituents along with other elements like nitrogen, sulphur, phosphorous etc to form macromolecules. These macromolecules are present in the cells and tissues that enable an organism to function biological activities. The four main classes of
biological macromolecules are carbohydrates, lipids, nucleic acids and proteins \[1\]. Carbohydrates such as starch and glycogen act as energy storage molecules. Plants store their food in the form of starch during the photosynthesis, whereas many animals store energy as glycogen. Cellulose is carbohydrate that is present in the cell wall of bacteria and plants to provide rigidity to the organisms. Some carbohydrates are associated to several proteins and lipids in the form of glycoproteins and glycolipids respectively for specific functions. Lipids are non-polar organic molecules, which are insoluble in water responsible for long-term energy storage. Ribonucleic acid (RNA) such as messenger RNA, transfer RNA and ribosomal RNA carry out the synthesis of necessary proteins. On the other hand, deoxyribonucleic acids (DNAs) are capable of storing the genetic information in the cells. Similarly, proteins are another important biomolecules that play vital roles in catalytic activities, cellular signaling, regulations of biological processes and defense against bacteria and viruses. One of the major roles is the transportation of oxygen through blood to different tissues by haemoglobin, a protein attached to heme group. Therefore, the biological macromolecules are responsible for all life processes.

Enzymes are the proteins that catalyze the biochemical reactions by the processes such as bond formation and break-down. They are responsible for the synthesis of biological macromolecules, break-down of nutrients and transforming chemical energy into metabolic activities. Many enzymes require the additional chemical groups, such as \( \text{Mg}^{2+} \), \( \text{Zn}^{2+} \), \( \text{Mn}^{2+} \), \( \text{Fe}^{2+} \) or complex organic molecules, known as coenzymes to perform the catalytic activities. Specific functional groups are transiently carried by the coenzymes during the cellular processes. In general, enzymes are provided the name by adding -ase in the suffix. They are categorized into six different classes according to the types of the reaction they catalyze:
Isomerases - rearrange atoms within a molecule, Hydrolases - transfer functional groups to water, Oxidoreductases - transfer hydride ions, Transferases - transfer group reactions, Lyases - add groups to double bonds and Ligases - form C═C, C═S, C═O and C═N bonds by condensation reactions coupled to ATP cleavage. All these catalytic reactions at cellular levels are affected by the activity of proteins and their positions within the cells. The collective mechanism of all the processes carried out by the enzymes and coenzymes at the level of cells and tissues affect the physiological properties and hence overall function of the organisms [1].

Due to the predominant role of proteins in the life processes, loss in their activity can cause many severe diseases in humans such as Alzheimer, Parkinson, cancer and many other metabolic deficiencies. Thus, about 80% of the therapeutic drug targets are proteins. Most of the pharmaceutical drugs bind with the active sites of enzymes, which deactivate them and hence help in reducing or curing the particular diseases. For example, a drug like ibuprofen helps in reducing pain, inflammation or fever by restraining Cyclooxygenase (COX) enzymes, which convert arachidonic acid to prostaglandin H$_2$ (PGH$_2$). Similarly, the anti-hypertensive classes of drugs are used to treat the high blood pressure. These drugs inhibit the activity of angiotensin converting enzymes (ACE). Furthermore, enzymes have growing application in industry due to their catalytic behavior on the substrates to yield high-efficiency under the ambient conditions. These applications include starch processing, dairy, baking, brewing, detergent, animal feed, bio-sensors and many other [1].

1.2 Complex structures of protein

Proteins are the complex hierarchically organized structures with overcrowding molecules. The fundamental structure of protein starts with the long chain or sequence of amino acids,
known as primary structure [2, 3]. The different segments or groups of such amino acids form ordinary shapes like helices, sheets or loops. These are called secondary structures. Further, the secondary structure provides three-dimensional configuration by folding into specific shape, termed as tertiary structure. In general, most of the proteins perform the biological activities based on their tertiary structure and hence it is considered as the native structure [4, 5]. Nevertheless, many proteins exist in nature with more than one tertiary structure folded together to form a biologically active complex, known as quaternary structure. The schematic of protein structures are shown in Fig. 1.1 A [6], B [7], C [8], and D [9]. These structures play a vital role in biochemical functions such as catalysis, molecular signaling, providing structural components, molecular switches and binding with substrates.

The primary structure of protein consists of 20 different amino acids held together by peptide bonds. The amino acids comprise the central carbon atom or $\alpha$-carbon ($C_\alpha$), surrounded by four different substituents. These substituents are hydrogen atom, carboxyl group (COOH), amino group ($NH_2$) and side-chain (R). All the amino acids have common $\alpha$-carbon along with hydrogen atom, carboxyl and amino groups, which is called a backbone. But, they differ from each other due to their side-chain group. Thus, amino acids are often considered as residues when included within protein chain due to the uniqueness of the side-chain group. The 20 natural amino acids are: Glycine (Gly), Alanine (Ala), Valine (Val), Leucine (Leu), Isoleucine (Ile), Proline (Pro), Phenylalanine (Phe), Serine (Ser), Threonine (Thr), Cysteine (Cys), Asparagine (Asn), Glutamine (Gln), Glutamate (Glu), Aspartate (Asp), Histidine (His), Arginine (Arg), Lysine (Lys), Methionine (Met), Tyrosine (Tyr) and Tryptophan (Trp). Due to their tendency to interact with each other and water, they have important role in biochemical property of proteins. The amino acids, Ala, Val, Leu, Ile, Pro,
Figure 1.1: Schematic of protein structures. (A) Primary structure, (B) Secondary structures - Alpha helix and beta-sheet, (C) Monomer of lysozyme (tertiary structure), and (D) Quaternary structure of catalase. All the figures are taken from google.

Phe and Ser are hydrophobic in nature that only interact with *van der Waals* force giving rise to hydrophobic effect. On the other hand, amino acids, Thr, Cys, Asn, Gln, Glu and Arg are hydrophilic, which make hydrogen bonds with each other, peptide backbone, organic molecules and water. The remaining amino acids, Lys, Met, Tyr and Trp are amphipathic (both hydrophobic and hydrophilic) that help them to form interfaces.

The residues in polypeptide chain fold into helical or spiral structure, which is the first type of secondary structure discovered by Linus Pauling in 1951 and it is termed as α-helix.
It consists of hydrogen bonds inside forming the repeating pattern and the oxygen atom on
the carbonyl group. Each helix turn contains 3 or 4 residues with distance between adjacent
C$_\alpha$ as 1.5 Å, giving rise to very compact structure. On the other hand, a very less compact
structure with 5 to 10 residues and distance of about 3.5 Å between the adjacent C$_\alpha$ is
formed. This is the second type of secondary structure, known as β-strand and the number
of β-strands forms a β-sheet that are linked together by the regular hydrogen bond between
N—H and C—O in the backbone of amino acids. α-helices and β-sheets are very common
structures within proteins to provide the compactness to fit into the overcrowded cytoplasm
of the cell. Such nature of secondary structures helps to fold into specific configuration,
which is the basis for the global three-dimensional structure, known as tertiary structure.
The tertiary structure executes the complex biological functions. Futhermore, the tertiary
structure can be globular or fibrous. The globular proteins are soluble in water with almost
spherical shape that are responsible for most of the enzymatic activities, whereas fibrous pro-
teins are water-insoluble with elongated structure that provide mechanical strength to the
organisms. Quaternary structure of protein consists of several tertiary structures folded to-
gether by non-covalent bonds to gain the compactness and stable configuration. Based upon
the number of polypeptide chains, such structure is termed as monomer (only 1 chain), dimer
(2 chains), trimer (3 chains) and so on. Protein is considered as oligomer, if it exceeds more
than one chain, in general, with even number of chains.

The folded structure of protein is stabilized by the following bonds: covalent bond,
disulfide bond, salt bridge, hydrogen bond, electrostatic interaction and van der Waals in-
teraction. All these forces bring amino acids together for interaction with each other and
thus help to fold. Most of the interactions between different residues are non-covalent that
allow stabilization of folded structure. These interactions are very weak compared to the covalent bond, thus leading the protein as dynamic entity. The electrostatic interactions mainly occur on the surface of the protein due to interaction between the polar residues and ions of the solvent. Non-polar interactions take place inside the protein cores providing compactness that optimize *van der Waals* interactions.

1.3 Protein motion: A heterogeneous dynamic picture

It has been well understood that the proteins are the heterogeneous dynamic entities rather than the static pictures. They continuously fluctuate about their average structure showing the wide variety of internal motions from femtoseconds to seconds [10]. Such diverse motions are responsible for many biological activities within the organisms. A large number of functional groups in protein is connected by the strong covalent bonds with the polypeptide chain providing the structural rigidness. However, the side-chain groups are intrinsically capable of rotating and jumping from one position to the other due to the available thermal energy [10]. Such local motions have very small atomic displacements that occur in a very short time-scale of the order of few femtoseconds to a nanosecond. On the other hand, the large amplitude motions in slow time-scale (hundreds of nanoseconds to a few seconds) are due to the rigid body motions such as loop movement, hinge motion, collective domain motion, and movement during the protein folding mechanism. All these motions in proteins play a major role in several biochemical processes crucial for biological activities such as - formation and breakdown of covalent bonds; making of hydrogen bonds; transfer of protons, electrons, hydride ions between chemical groups; electron tunneling; structural reorganization of solvent; enzyme catalysis; ligand binding and allostery; protein folding and denaturation [1]. The wide variety of motions in proteins occurring at different time-scale
are listed in Table 1.1 below [1].

Protein dynamics are crucial for the biophysical and biochemical processes. However,

Table 1.1: Types of motions in proteins at different time-scale.

<table>
<thead>
<tr>
<th>Time-scale (second)</th>
<th>Type of protein motions</th>
</tr>
</thead>
<tbody>
<tr>
<td>$10^{-14} - 10^{-13}$</td>
<td>Bond vibration</td>
</tr>
<tr>
<td>$10^{-12} - 10^{-11}$</td>
<td>Elastic vibration of globular region</td>
</tr>
<tr>
<td>$10^{-12} - 10^{-9}$</td>
<td>Methyl group rotation</td>
</tr>
<tr>
<td>$10^{-11} - 10^{-10}$</td>
<td>Rotation of surface side-chains</td>
</tr>
<tr>
<td>$10^{-11} - 10^{-7}$</td>
<td>Hinge bending of domain interfaces</td>
</tr>
<tr>
<td>$10^{-9} - 10^{-6}$</td>
<td>Loop movement</td>
</tr>
<tr>
<td>$10^{-8} - 10^{-7}$</td>
<td>$\alpha$-helix formation</td>
</tr>
<tr>
<td>$10^{-6} - 10^{-3}$</td>
<td>Large domain motions</td>
</tr>
<tr>
<td>$10^{-6} - 10^{4}$</td>
<td>Protein folding</td>
</tr>
</tbody>
</table>

the direct correlation of a wide range of protein dynamics to its function still remains a matter of broad discussion. There are several indirect experimental evidence that supports the heterogeneous motion to the protein activity, which is also theoretically validated by the molecular dynamic simulations. The fast motions from femtosecond to picosecond promotes the hydrogen-transfer reactions essential for enzyme-mediated catalysis. Such chemistry of enzyme has been observed from the study of kinetic isotope effects and computational methods [11–13]. The experimental and theoretically simulated observations of the atomic fluctuations in the hinge regions of adenylate kinase occurring in the time-scale of picosecond to nanosecond expedite the large amplitude, slow lid motions [14]. This helps in producing catalytically competent state suggesting the linkage between the fast motions and the catalytic activities. The folding mechanism of protein to its functional conformation occurs from the nanoseconds to microseconds [15]. NMR study of the three-helix bundle protein
Engrailed homeodomain suggests the sudden collapse of protein structure to the intermediate structure with a large number of α-helices during the folding process. Such structures are the major component of the denatured state under the conditions that favors the folding with unstructured side chains. This study has allowed to characterize all of the necessary structures along the folding and unfolding pathways in proteins [15]. Recent single-molecule kinetic analysis on maltose-binding protein (MBP) provided the direct evidence of ligand binding and dissociation by studying the intrinsic opening rate of the protein. Such hinge motion occurs from microsecond to second that is essential for signal transducin, enzyme catalysis, and cellular regulation [16, 17].

1.4 Energy landscape and conformational substates

Proteins are the dynamic soft matter rather than a static objects for physicists. Thus, the understanding the real-time activity of protein requires the inclusion of the fourth dimension as ‘time’ in addition to the physiologically freeze-trapped three-dimensional crystal structures [14, 18]. This introduces the idea of the multidimensional free energy landscape, which defines the relative probabilities of several protein conformations at equilibrium or non-equilibrium state [14, 18]. The thermal energy of the order of $k_B T$ per atom, where $k_B$ is the Boltzmann constant and $T$ is the absolute temperature, triggers the biomolecules to sample different conformations around the average structure. Such slightly different conformations are called conformational substates (CSs) [19]. CSs are due to the wide range of spatial and temporal scales of protein internal motions. They are usually separated by the energy barrier in the multidimensional free energy landscape that is rugged forming hills and valleys of varying heights and depths [20]. Each valley represents the CS, which may have the same overall structure and biological activity, but significantly different structural details and the rate of
the activity [19]. The available thermal energy is very crucial for the specific CS. Protein structure switches the CS instantaneously exploring the free energy landscape. At very low temperature, the protein conformation remains confined in a particular CS. But, at the physiological temperature, protein samples CSs for the minimum potential energy. Such sampling motions of the protein conformation can be described similar to the equilibrium fluctuations and relaxation processes in glasses and spin glasses [21].

The idea of protein free energy landscape along with CSs has been well-accepted and has become very intuitive for exploring the protein dynamics at different time-scale. Accordingly, the slow and fast dynamics of proteins can be represented in the free energy landscape divided into three distinct tiers as shown in Fig 1.2 [18]: tier-0 defines the larger amplitude and slower dynamic processes in the time-scale of microseconds to milliseconds, whereas
tier-1 and tier-2 represent the small amplitude fast dynamic processes from picoseconds to nanoseconds [18]. Tier-0 dynamics (slow process) includes the slow transition between protein conformations separated by the energy barrier much larger than $k_B T$. Such events occur rarely due to the less probability of the conformation that allows the transitions [14, 18]. The conformational transitions in tier-0 are essential for the various biological processes such as protein-protein interaction, enzyme catalysis, ligand binding and signal transduction. On the other hand, tier-1 and tier-2 dynamics include the rapid fluctuations within the valleys of tier-0. Such fluctuations are the transitions between CSs usually separated by the energy barriers less than $k_B T$. These dynamics are the statistically distributed CSs due to the fluctuations of small groups of atoms on the nanosecond time-scale such as loop motions and the local atomic fluctuations on the picosecond time-scale such as side-chain rotations [14, 18]. The biochemical processes such as hydride transfer, electron transport, and electron tunneling that are crucial for the enzyme catalysis, fall within these tiers. These slow and fast conformational dynamics allow proteins to inherit the local and global flexibility necessary for enzyme activity.

1.5 Glassy behavior of proteins

Many studies suggest the short-time small amplitude fluctuations of residues in proteins are liquid-like, whereas the large amplitude motions for the stabilization of folded structures are analog to the solids [10]. In fact, they are the densely packed complex molecules that can be considered as aperiodic crystals. Thus, from the physics point of view, proteins are many-body systems that fold into the three-dimensional structures. Although some of their properties are similar to the liquids and solids, they possess characteristic structure and dynamic phenomena analog to the glasses and spin glasses. The most common feature of
proteins and glasses is the noncrystallinity, which are amino acid residues in proteins and glassy liquids in glasses [22]. Therefore, they both consist of nonperiodic spatial arrangement of atoms or molecules. Such structure is randomly oriented in glasses, whereas selected by the evolution for the biological function in proteins [23]. The atoms in glasses and spin glasses are held together by the strong forces in all three directions. Similary, the large number of functional groups are connected to the backbone or polypeptide chain by the strong covalent bonds and the cross-links are made by the weak forces such as hydrogen bonds,
disulfide bonds, *van der Waals* interaction and salt bridges in proteins. Furthermore, several experimental results have elucidated the glass-like behavior of proteins. Such behaviors are the existence of both short- and intermediate-range orders forming the random elastic networks; the dynamic transition at temperature \( T_D \sim 200 \text{ K} - 240 \text{ K} \) due to the rapid onset of anharmonic motions; the transition from liquid-like to solid-like behavior upon folding into the native structure; the denaturation of protein yields strong-to-fragile liquid transition; the existence of a boson peak, one of the typical characteristics of the glass formers; the slow \( \alpha \)-relaxation process due to the large domain motions and the fast \( \beta \)-relaxation process due to the local structures and the side chains [22]. Basically, proteins possess a non-exponential relaxation of the density correlation function over a wide range of time-scale similar to the glasses. Such processes can be simplified into three different regions: (i) very fast Gaussian-like ballistic region of the order of few femtoseconds, (ii) \( \beta \)-relaxation region in the time-scale of few picoseconds to a couple of nanoseconds that can be represented either by the power-law or logarithmic decay, and (iii) finally followed by the \( \alpha \)-relaxation region in the time range of hundreds of nanoseconds to few milliseconds governed by the stretched exponential decay or Kohlrausch-Williams-Watts law [22]. The \( \alpha \)- and \( \beta \)-relaxation processes can be represented in the multidimensional free energy landscape by the transitions \( A \leftrightarrow B \) and \( C \leftrightarrow D \) respectively as shown in Fig. 1.3. For the \( \alpha \)-relaxation process, \( E_a \gg k_B T \), whereas for \( \beta \)-relaxation process, \( E_a \lesssim k_B T \).

**1.6 Protein hydration**

Hydration water in biomolecules is an essential component of the biological activities. It dramatically influences the enzyme reaction rates, folding and unfolding of the native structure, ligand-binding and many other biological functions of globular proteins as observed
experimentally from structural, dynamical and thermodynamical investigations [24, 25]. For the full hydration of a globular protein with at least a monolayer of water requires hydration level (h) of \( \sim 0.38 \) (i.e., 0.38 gram of water per gram of protein) [24, 25]. Protein behaves more like solid at such hydration and the hydration water is more viscous compared to the bulk water [24, 25]. Moreover, the water in the hydrated protein can be considered at two specific regions bound to the protein ignoring any presence of bulk water on the outermost surface: (i) the strongly bound internal water molecules in the cavities and deep clefts of the protein, and (ii) surface bound water molecules that are structurally and dynamically different from the bulk one [26]. The former water molecules are responsible for providing flexibility with sufficient amount of thermal energy, but may unfold or denature the protein molecules under extreme conditions such as high temperature or pressure. On the other hand, the latter water molecules largely influence the rapid onset of anharmonic motions of protein at physiological temperature. Such dynamic behavior of protein and hydration water has been observed at temperature 200 K - 240 K, known as dynamic transition temperature, \( T_D \) in several inelastic and quasielastic neutron scattering experiments [27–32].

The coupled motions of the protein-water system have been still under investigation to comprehend the role and influence of hydration water to protein motions and functions. The long-debated issue is that, whether the protein dynamic heterogeneity slaves to such hydration shell or it is just coupled to some extent [33–36]. One of the evidence of such controversial topic is the dynamic transition observed at \( T_D \) in the hydrated protein analog to that of the bulk water [27, 28, 35, 37–42]. H. Frauenfelder and colleagues proposed the folding mechanism of protein, which slaves to the solvent dynamics occurring in the time-scale of microseconds to hours [34]. In addition, P. W. Fenimore et al. revealed both solvent-slaved
and non-slaved dynamic processes in protein [33]. On the other hand, S. Khodadadi et al. showed the experimental evidence of solvent independent dynamics and strongly suggested to reconsider the concept of slaved dynamics of protein to hydration shell [36]. Thus, the universal picture of pathways for the dynamic processes in hydrated protein has yet to be discovered.

1.7 Role of temperature on protein flexibility

The native conformation of protein that we consider is the most stable state or the state with the minimum energy under the physiological conditions. However, the protein can sample the CSs with slightly different energy through the available thermal energy in the absence of other force [1]. Thus, the distribution of CSs in protein is statistical in nature and depends on the surrounding temperature. The protein has the thermal energy of the value equal to $RT$, where $R$ is the gas constant and $T$ is the absolute temperature. This thermal energy at room temperature can be converted into the kinetic energy for the bond vibration and atomic fluctuations. Thermal fluctuations act as the lubricant in protein that enables the conformational changes on a physiological time-scale [42]. At absolute zero temperature, the atoms are tightly bound within a single conformation. When the temperature is increased, the protein starts to vibrate harmonically about its equilibrium position in one CS. Further, if the temperature is raised to provide the sufficient thermal energy, then the motion of protein changes from harmonic to anharmonic due to jump between CSs [42]. Thus, the protein becomes soft and flexible and, hence biologically active. Such dynamic transition in proteins including other biomolecules is observed at $T_D \sim 200$ K - 240 K. Therefore, the temperature plays a major role for the conformational flexibility of proteins for enzymatic activities by increasing their conformational fluctuations. Nonetheless, the protein structure
gets distorted and denatured at extreme temperature.
CHAPTER 2 METHODS: NEUTRON AND X-RAY SCATTERING

“Neutrons tell us where atoms are and how they move.”
- Clifford Shull

2.1 Background

The structural and dynamical features of solids and liquids at atomic resolution can be studied by the fundamental nature of X-rays and neutrons. The wavelengths of both X-rays and neutrons are comparable to the atomic spacing in solids and liquids, thus, they can probe the structural features within the length scale from ~1 to 1000 Å. On the other hand, they have kinetic energies comparable to the dynamic phenomena in matters, which makes them possible to explore the dynamic processes of characteristic time scale from $10^{-15}$ to
The low energy X-rays and neutrons interact weakly with matters and can penetrate deeply. Thus, both are non-destructive to the samples under the beam. However, the interactions of X-rays and neutrons with matters are significantly different from each other. X-rays interact with the electron cloud surrounding the atomic nuclei. Thus, the heavier atoms with a large number of electrons scatter more compared to the lighter atoms with a fewer number of electrons. This means the probability of interaction of X-rays with matters increases monotonically as a function of electron numbers [45, 48]. On the other hand, neutrons are chargeless particles with almost zero electric dipole moment so that they can penetrate more than X-rays and the charged particles like electrons. Neutrons interact through the nuclear forces with atoms, which are short-range of the order of fermi (1 fermi = 10^{-15} m). The interaction between neutrons and atomic nuclei depends upon the nuclear state and nuclear spin (since neutron has non-zero magnetic moment) [43, 44, 49, 50]. Furthermore, neutrons are isotope sensitive and thus, for instance, deuterium (\(^2\text{H}\)) scatters about 3 times more than hydrogen (\(^1\text{H}\)), which is indistinguishable for X-rays [43, 44].

X-ray and neutron scattering are widely used techniques in all forms of natural sciences such as physics, chemistry, biology, medicine, engineering, geology and many other [47, 48, 51, 52]. The most successful technique is diffraction that have revealed the crystal structures at atomic resolution of many solids including complex structure of biomolecules like proteins, DNA, RNA etc. In last couple of decades, the small-angle scattering has been successfully implemented to resolve the macromolecular structures in solution [47, 48]. Specifically, solution scattering has become the most successful technique to study the structure of biomolecules over X-ray/neutron crystallography and NMR spectroscopy. Since the
crystallography and NMR techniques require the good crystals and the low molecular mass samples respectively, a significant number of biomolecules cannot be synthesized in such manner. In such cases, small-angle solution scattering has become an important complementary tool for these initiatives. For instance, the membrane proteins such as rhodopsin and aquaporin-0 are difficult to crystallize, but they can be solubilized and stabilized using detergent (amphiphilic molecules) in solution [53–56]. Thus, the solution scattering of protein-detergent complex can be useful tool to predict the structure of membrane proteins mimicking the native environment as with lipids. In addition, neutron and X-ray spectroscopies have been widely used to investigate the quantum phase transitions and critical points; phonons and electronic excitations in solids; boson peaks in glasses; diffusive motions in glasses and glass forming liquids; phase diagrams of surfactants; magnetic order and spin fluctuations in highly correlated systems; glass transition and reptation in polymers; transport phenomena in solids and glasses; lipid-membrane and protein-protein interactions. Furthermore, neutron scattering has a great advantage over most of the available techniques for studying the dynamics of biomolecules. This is because more than one-half of the atoms in biological macromolecules are hydrogen, which has the largest incoherent neutron scattering cross-section [50, 52].

2.2 Scattering theory

The energy of X-ray and neutron are given by Eq. 2.1 and Eq. 2.2 respectively as expressed below,

$$E_X = \frac{hc}{\lambda} = hc|\vec{k}|$$

(2.1)
and
\[ E_N = \frac{1}{2} m_N v^2 = \frac{\hbar^2 k^2}{2m_N} \]  

(2.2)

where \(|\vec{k}| = \frac{2\pi}{\lambda}\), \(\vec{k}\) is the momentum or wave vector, \(\lambda\) is the wavelength, \(\hbar = \frac{h}{2\pi}\), \(h\) is the Planck’s constant, \(c\) is the speed of electromagnetic wave, \(v\) is the velocity of neutron and \(m_N\) is the mass of neutron. In a scattering experiment, the scattered X-ray or neutron undergoes a change in momentum and energy after interacting with the sample as depicted in Fig. 2.1.

The change in momentum is described by a momentum transfer vector or the scattering vector \((\vec{Q})\) given by,
\[ \vec{Q} = \vec{k}_s - \vec{k}_i \]  

(2.3)

where \(\vec{k}_i\) and \(\vec{k}_s\) are the incident and scattered wave vectors respectively. The change in momentum is \(h\vec{Q}\). Also, the change in energy due to the change in magnitude of the wave vector \((\vec{k})\) for X-ray and neutron are given by Eq. 2.4 and Eq. 2.5 respectively:
\[ \Delta E_X = E_s - E_i = h\omega = h c (|\vec{k}_s| - |\vec{k}_i|) \]  

(2.4)

and
\[ \Delta E_N = E_s - E_i = h\omega = \frac{\hbar^2}{2m_N} (k_s^2 - k_i^2), \]  

(2.5)

where \(\omega\) is the frequency of energy transfer, \(E_i\) and \(E_s\) are the energies of incident and scattered X-ray/neutron respectively.

According to the wave theory, X-ray and neutron scattering experiments involve the interference phenomena between the wavelets scattered by the different scattering centers in the sample. These scattering centers are electrons for X-rays and nuclei for neutrons. The
The incident beam of X-rays or neutrons is considered as the monochromatic wave that can be represented by a plane wave as,

$$\psi_i = e^{i k z} \quad (2.6)$$

where $z$ is the distance between the scattering center and the detector. For a scattering event considering a fixed scattering center, the scattered wave is a spherical wave given by,

$$\psi_s = - \frac{b}{r} e^{i k r} \quad (2.7)$$

The quantity $b$ is known as the scattering length of the scattering center, which is defined as the measure of the scattering ability of the scattering center after interaction with the incident X-ray or neutron. The negative sign in Eq. 2.7 is arbitrary, which is used so that the positive
value of $b$ indicates a repulsive interaction. The scattering length $b$ is a complex number; the real part represents the scattering event, whereas the imaginary part corresponds to the absorption by the sample. Therefore, when the incident beam of X-rays/neutrons interacts with the sample, X-rays/neutrons are absorbed or scattered or both. The absorption is due to trapping by electron cloud (for X-rays) and by nucleus (for neutrons). On the other hand, scattering phenomenon is due to the very low energy of incident X-rays/neutrons that is not enough to create the internal excitations of the electronic shell (for X-rays) and the nucleus (for neutrons) [57]. However, the motions of the scattering centers such as thermal fluctuations and diffusion phenomena can be detected, which correspond to the energy much smaller than the incident X-rays/neutrons. If we consider the absorbing and scattering cross-sections of the target as $\sigma_a$ and $\sigma_s$ respectively, then the number of absorbing and scattering events after interaction of target with the incident beam of X-rays/neutrons are given by Eq. 2.8 and Eq. 2.9 respectively as expressed below,

$$N_a = \phi_i \sigma_a$$  \hspace{1cm} (2.8)

and

$$N_s = \phi_i \sigma_s$$  \hspace{1cm} (2.9)

where $\phi_i$ is the flux of incident beam, which has a unit in number of scattering events per second per barn (1 barn = $10^{-24}$ cm$^2$). The fundamental quantity determined in any scattering experiment is the differential scattering cross-section $(d\sigma_s/d\Omega)$, which is defined as the probability of scattering event that will occur in the elemental solid angle $d\Omega$ in the
direction $\vec{\Omega}/|\vec{\Omega}|$ as shown in Fig. 2.2 and is given by,

$$\frac{d\sigma_s}{d\Omega} = \frac{N_s}{\phi_i d\Omega} \quad (2.10)$$

Then, assuming the scattering event is axially symmetric that depends only on the zenith angle ($\theta$), but not on the azimuthal angle ($\phi$), the total scattering cross-section ($\sigma_{s,tot}$) is given by,

$$\sigma_{s,tot} = \int_0^{\pi} 2\pi \sin\theta \, d\theta \frac{d\sigma_s}{d\Omega} = \sigma \text{(say)} \quad (2.11)$$

Further, the differential scattering cross-section, $d\sigma/d\Omega$ from a single fixed scattering center due to incident beam of X-rays/neutrons moving with a velocity $v$ (for X-ray, $v = c$) and flux $\phi_i$ can be calculated as below:
Considering the elastic scattering, the number of scattered X-rays/neutrons passing through an elemental area $dS$ per second is,

$$v dS |\Psi_s|^2 = v dS \frac{b^2}{r^2} = vb^2 d\Omega \quad (2.12)$$

The incident flux can be written as,

$$\Phi = v|\Psi_i|^2 = v \quad (2.13)$$

Then, using Eq. 2.10,

$$\frac{d\sigma}{d\Omega} = \frac{vb^2 d\Omega}{\Phi d\Omega} = b^2 \quad (2.14)$$

Again, using Eq. 2.11 and Eq. 2.14, and integrating all over the space,

$$\sigma = 4\pi b^2 \quad (2.15)$$

Depending upon the nature of the scattering centers, there can be a distribution of scattering cross-section. For X-rays, the scattering cross-section of elements are always coherent. On the other hand, neutrons are isotope sensitive due to the nuclear spin and thus there can be coherent and incoherent scattering cross-section for different elements. Therefore, the total scattering cross-section can be expressed as,

$$\sigma = \sigma_{coh} + \sigma_{inc} \quad (2.16)$$

where $\sigma_{coh}$ and $\sigma_{inc}$ are the coherent and incoherent scattering cross-sections respectively.
Figure 2.3: Schematic diagram of coherent and incoherent scattering from the system of multi-type atoms. Coherent scattering represents the correlation of all the atoms over time, whereas incoherent scattering corresponds to the correlation of same atom over time. Thus, coherent signal is useful for the structural studies as well as collective motions. On the other hand, incoherent signal provides the dynamical information of the sample. Neutron scattering contains both coherent and incoherent scattering information, whereas X-ray scattering does not have incoherent signal from the sample.

Furthermore, $\sigma_{coh}$ and $\sigma_{inc}$ can be written as,

$$\sigma_{coh} = 4\pi \langle b \rangle^2$$  \hspace{1cm} (2.17)

$$\sigma_{inc} = 4\pi (\langle b^2 \rangle - \langle b \rangle^2)$$  \hspace{1cm} (2.18)

such that

$$\sigma = 4\pi \langle b^2 \rangle$$  \hspace{1cm} (2.19)

The coherent scattering cross-section produce the interference and thus gives the structural information of the sample as well as collective motion in the sample. On the other hand, incoherent scattering cross-section provides the correlation of same atom over time or the single-particle dynamics. Thus, neutron scattering contains both coherent and incoherent
scattering signals, whereas X-ray scattering contains only the coherent signal from the sample. The X-ray and neutron coherent and incoherent scattering cross-section of some of the major elements in biomolecules are listed in Fig. 2.4.

Considering the scattering from \( N \) number of scattering centers having scattering length \( b \) within the sample, the differential scattering cross-section, \( d\sigma / d\Omega \) can be expressed in terms of scattering vector \( Q \) as shown in Eq. 2.20 below, which provides the structural information of the measured sample.

\[
\frac{d\sigma}{d\Omega}(Q) = \frac{1}{N} \left| \sum_i b_i e^{i\vec{Q} \cdot \vec{r}_i} \right|^2
\]  

(2.20)

For the study of dynamic process in the sample, another fundamental scattering quantity is measured in the experiment. It is called a double differential scattering cross-section \( d^2\sigma / d\Omega dE \). It is proportional to the probability of an incident beam with energy \( E_i \) and

<table>
<thead>
<tr>
<th></th>
<th>Hydrogen</th>
<th>Deuterium</th>
<th>Carbon</th>
<th>Nitrogen</th>
<th>Oxygen</th>
<th>Phosphorous</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>X-ray Coherent cross-section (barn)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.06</td>
<td>0.06</td>
<td>4.21</td>
<td>6.24</td>
<td>9.14</td>
<td>42.78</td>
</tr>
<tr>
<td><strong>Neutron Coherent cross-section (barn)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.76</td>
<td>5.60</td>
<td>5.55</td>
<td>11.01</td>
<td>4.24</td>
<td>3.31</td>
</tr>
<tr>
<td><strong>Neutron Incoherent cross-section (barn)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>79.90</td>
<td>2.04</td>
<td>0</td>
<td>0.49</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Figure 2.4: X-ray and neutron coherent and incoherent scattering cross-section of some of the major elements in biomolecules.
scattered with energy $E_s$ making an elemental solid angle $d\Omega$ in the direction $\tilde{\Omega}/|\tilde{\Omega}|$ with the change in energy $\Delta E = \hbar \omega = E_s - E_i$. In the experiment, for the study of structure, the differential scattering cross-section can also be calculated by integrating the double differential scattering cross-section over all the possible energies within the instrumental resolution.

Considering the initial phase of the wave, the wavefunction for the incident and scattered waves after interacting with the target of scattering cross-section $b$ can be written as,

$$
\psi_i = e^{i(k_i \cdot \hat{z} - \omega t)} \quad (2.21)
$$

and

$$
\psi_s = -\frac{b}{r} e^{i(k_s \cdot \hat{r} - \omega t)} \quad (2.22)
$$

Assuming the short-range nuclear potential for neutrons, the Fermi pseudo-potential ($V(\vec{r})$) for the nucleus at $\vec{r}_i$ can be written as,

$$
V(\vec{r}) = \frac{2\pi}{m} \sum_i b_i \delta(\vec{r} - \vec{r}_i) \quad (2.23)
$$

Then, the total double differential scattering cross-section can be expressed as,

$$
\left( \frac{\partial^2 \sigma}{\partial \Omega \partial \omega} \right)_{\text{tot}} = \frac{1}{2\pi} \frac{k_s}{k_i} \sum_i \sum_j \int_{-\infty}^{+\infty} \frac{1}{N} <b_i b_j e^{i\vec{Q} \cdot \vec{r}_i(t)} e^{-i\vec{Q} \cdot \vec{r}_j(0)} > e^{-i\omega t} dt \quad (2.24)
$$

Since neutron scattering considers the coherent and incoherent scattering cross-section of the elements, Eq. 2.24 can be expressed as the sum of coherent and incoherent contributions as shown in Eq. 2.25 below. However, for X-ray scattering, only the coherent contribution
is considered. Therefore,

$$
\left( \frac{\partial^2 \sigma}{\partial \Omega \partial \omega} \right)_\text{tot} = \left( \frac{\partial^2 \sigma}{\partial \Omega \partial \omega} \right)_\text{coh} + \left( \frac{\partial^2 \sigma}{\partial \Omega \partial \omega} \right)_\text{inc}
$$

\(2.25\)

In the above equation, the coherent term represents the correlation of an atom with all other atoms as shown in Fig. 2.3, which is due to the interference phenomenon. On the other hand, the incoherent term corresponds to the correlation of same atom at \( t = 0 \) and after some time \( t \). Thus, using neutron, the density-density correlation function can be measured by increasing the coherent signal from the sample, whereas the single-particle correlation function can be measured by increasing the incoherent signal. For an instance, the incoherent cross-section of hydrogen atom for neutron is about 80 barn, which is the largest value compared to other elements in the periodic table and nearly 40 times larger than its isotope, deuterium. Therefore, hydrogen-riched sample is good for the study of dynamics, but it needs to be deuterated, if one would like to study the correlation of one atom with respect to the other atoms and specially for the structural study of the sample. On the other hand, X-ray scattering only measures the coherent signal from the sample. Thus, the structure and the collective motions of the samples can be investigated using X-ray scattering.

For the dynamical study of the sample using X-ray/neutrons scattering, the dynamic structure factor is calculated from the measured double differential scattering cross-section, which can be coherent, incoherent or both for the neutron scattering, whereas only coherent for the X-ray scattering as discussed earlier. If we consider \( n \) different types of atoms such as hydrogen, deuterium, carbon, oxygen etc such that the number of atoms of types \( \alpha \) and
\[ \beta \text{ be } N_\alpha \text{ and } N_\beta \text{ respectively. Also, let } b_\alpha \text{ and } b_\beta \text{ be the scattering lengths of atoms of type } \alpha \text{ and } \beta \text{ respectively. Then, the coherent and incoherent double differential cross-section in terms of dynamic structure factor are expressed as:} \]

\[
\left( \frac{\partial^2 \sigma}{\partial \Omega \partial \omega} \right)_{\text{coh}} = \frac{1}{N} k_s \sum_{\alpha=1}^{n} \sum_{\beta=1}^{n} b_\alpha b_\beta \sqrt{N_\alpha N_\beta} S_{\text{coh}}(Q, \omega) \tag{2.26}
\]

and

\[
\left( \frac{\partial^2 \sigma}{\partial \Omega \partial \omega} \right)_{\text{inc}} = \frac{1}{N} k_s \sum_{\alpha=1}^{n} b_\alpha S_{\text{inc}}(Q, \omega) \tag{2.27}
\]

where

\[
S_{\text{coh}}(Q, \omega) = \frac{1}{2\pi} \frac{1}{\sqrt{N_\alpha N_\beta}} \int_{-\infty}^{+\infty} \sum_{i=1}^{N_\alpha} \sum_{j=1}^{N_\beta} e^{i\vec{Q} \cdot \vec{r}_\alpha(i)} e^{-i\vec{Q} \cdot \vec{r}_\beta(j)} e^{-i\omega t} dt \tag{2.28}
\]

and

\[
S_{\text{inc}}(Q, \omega) = \frac{1}{2\pi} \frac{1}{N_\alpha} \int_{-\infty}^{+\infty} \sum_{i=1}^{N_\alpha} e^{i\vec{Q} \cdot \vec{r}_\alpha(i)} e^{-i\omega t} dt \tag{2.29}
\]

The dynamic structure factor is the Fourier transform of the intermediate scattering function as expressed below:

\[
S_{\text{coh}}(Q, \omega) = \frac{1}{2\pi} \int_{-\infty}^{+\infty} I_{\text{coh}}(Q, t) e^{-i\omega t} dt \tag{2.30}
\]

and

\[
S_{\text{inc}}(Q, \omega) = \frac{1}{2\pi} \int_{-\infty}^{+\infty} I_{\text{inc}}(Q, t) e^{-i\omega t} dt \tag{2.31}
\]

Therefore,

\[
I_{\text{coh}}(Q, t) = \frac{1}{\sqrt{N_\alpha N_\beta}} \sum_{i=1}^{N_\alpha} \sum_{j=1}^{N_\beta} e^{i\vec{Q} \cdot \vec{r}_\alpha(i)} e^{-i\vec{Q} \cdot \vec{r}_\beta(j)} \tag{2.32}
\]
and
\[
I_{inc}(Q, t) = \frac{1}{N_\alpha} \sum_{i_\alpha=1}^{N_\alpha} \langle e^{iQ \cdot \vec{r}_{i\alpha}(t)} \cdot e^{-iQ \cdot \vec{r}_{i\alpha}(0)} \rangle
\]  
(2.33)

The intermediate scattering function is known as the single-particle correlation function for incoherent scattering, whereas density-density correlation function for the coherent scattering. It is usually an essential quantity to describe the dynamic processes in sample, which is considered as the primary quantity of theoretical interest related to the scattering experiments.

2.3 Scattering techniques

2.3.1 Small-angle scattering

As discussed earlier, X-rays and neutrons interact with individual atoms and produce the secondary wavelets. The secondary wavelets are due to the coherent scattering for X-ray and both coherent and incoherent scattering for neutrons, which can interfere constructively or destructively. Small-angle scattering (SAS) is the diffraction pattern due to coherent scattering from the individual atom or molecule in the crystal or solution [58]. In general, it is measured at very small scattering angle (scattering vector), which is in contrast to the crystal diffraction at very high scattering angle. Therefore, SAS is often described as the low-resolution technique compared to crystal diffraction, which cannot provide the atomic resolution information but appropriate for the structural study of the particles of size varying from 1 to 100 nanometers (nm). Moreover, it is capable of providing the precise information regarding the overall shape of the particle. The low-resolution of SAS is due to the rotational averaging of the data from the particle in solution. In the past few years, this technique is widely used for investigating the overall structure and conformational changes
in biological molecules such as globular proteins, membrane proteins, RNAs, and DNAs in aqueous solution [59, 60].

SAS technique relies on the quality of the sample. In order to extract the precise size parameters from the particle in solution, the solution should be monodispersed. Therefore, the characterization of sample using the techniques such as dynamic light scattering, UV-vis absorption, and SDS PAGE and gel filtration are highly encouraged before performing the SAS experiment [58]. In general, protein solution with concentration in the range of 1-5 mg/ml is used for small-angle X-ray scattering (SAXS), whereas 2-10 mg/ml is used for small-angle neutron scattering (SANS).

The schematic of SAS experimental setup is shown in Fig. 2.5. The highly collimated beam of X-ray or neutron is illuminated on the sample and the scattered radiation is recorded on the detector at specific sample to detector distance to achieve the desirable q-range. The

![Figure 2.5: Schematic of small-angle scattering experiment.](image)

(Left) A plane wave of X-ray/neutron with momentum vector \( k_i \) is scattered from the sample, which is scattered with momentum vector \( k_s \) and 2D data is recorded at the detector . (Right) SAXS intensity profile of murein tripeptide binding protein MppA. Inset: 3D reconstruction of structural envelope of MppA (cyan color) calculated from ab-initio modeling of SAXS intensity profile, which is overlayed on the protein data bank (PDB) structure 3O9P (red color) obtained from X-ray diffraction of crystal MppA.
direct beam is usually absorbed by the beam stop and its size and positioning is very crucial for achieving the smallest $q$ measurement \cite{58, 59}.

Based on the number of photons or neutrons count at the detector, the scattering pattern is defined by the intensity ($I$) as a function of scattering vector $q$, where $q$ is defined as,

$$ q = \frac{4\pi \sin \theta}{\lambda} \quad (2.34) $$

where $2\theta$ is the angle between the incident and the scattered X-ray or neutron and $\lambda$ is the wavelength of the incident radiation. Scattered radiation is collected by two-dimensional (2D) position-sensitive detector with high pixel resolution. The 2D data are corrected for detector pixel sensitivity, as well as the dark current, from ambient background radiation and the detector’s electronic noise. The reduced 2D data are finally averaged azimuthally (rotationally) to yield the 1D scattering profile, in terms of $I(q)$ vs. $q$. Mathematically, $I(q)$ can be expressed as,

$$ I(q) = \left\langle \int \left| (\rho(\vec{r}) - \rho_s) e^{i\vec{q} \cdot \vec{r}} d\vec{r} \right|^2 \right\rangle \quad (2.35) $$

where $(\rho(\vec{r}) - \rho_s)$ is the difference in scattering length densities (SLDs) between the volume element at position $\vec{r}$ and the solvent, termed as contrast. SLD for neutron scattering is defined as the ratio of scattering length per molecule and the molar volume as expressed in Eq. 2.36,

$$ \rho = \frac{\sum_{i=1}^{n} b_i}{V_m} \quad (2.36) $$
where $b_i$ is the scattering length of $i^{th}$ atom and $V_m$ is the total molecular volume. For X-ray scattering, $b_i$ can be replaced by $Z_i r_e$, where $Z_i$ is the atomic number of $i^{th}$ atom and $r_e = 2.81 \times 10^{-13}$ cm is the classical radius of electron. $I(q)$ contains the information about the particle size, shape and interparticle interaction, where the latter one is only for the highly concentrated solution sample. Furthermore, \textit{ab-initio} modeling of 1D scattering profile can be done to reconstruct the 3D structure. SAS intensity profile of murein tripeptide binding protein MppA is shown in Fig. 2.5 (right). Using \textit{ab-initio} reconstruction of 1D SAXS intensity [59–61], 3D structure of MppA is generated, as shown in right inset of Fig. 2.5.

\textbf{2.3.2 Inelastic and quasi-elastic neutron scattering}

The dynamic behaviour at atomic or molecular level in soft and condensed matter can be investigated using low-energy neutron due to its remarkable property of comparable kinetic energy and wavelength to that of molecular energy levels [44]. Based on the interaction of neutrons with various atoms in the sample, there can be coherent and incoherent scattering as discussed earlier. Moreover, based on the energy gain or loss, neutron spectrum can be resolved into three types of signal. If the incident neutrons do not transfer energy after interacting with the sample (case I: $\hbar \omega = 0$), then it is called elastic scattering. Due to finite resolution of designed instrument in the laboratory, no instrument can detect the perfectly elastic scattering. In such case, the elastic scattering is limited by the instrumental resolution. Elastic signal is represented by the central peak at frequency, $\omega = 0$, which corresponds to the immobile or static atoms or molecules within the instrumental resolution. In general, the elastic spectrum in represented by a delta function. Inelastic scattering is due to gain or loss of energy by the scattered neutrons after interacting with the sample. If the energy transfer is very small (case II: $\hbar \omega \sim 0$), it is called quasi-elastic scattering, which mainly
represents the rotational or translational diffusive motion in the sample. It can be observed at frequency, $\omega \sim 0$, which is broadened by the instrumental resolution. Quasi-elastic broadening is described by the Lorentzian function of finite width. It represents to the energy transfers with the atoms or molecules of the sample, typically of the order of $\pm 1$ micro-electron volts ($\mu$eV) to $\pm 2$ mille-electron volts (meV) [44]. Such motions occur in the time scale of few nanoseconds (ns) to picoseconds (ps). Lastly, if the scattered neutrons exchange significantly larger energy of the order of tens of meV (case III: $\hbar \omega \neq 0$), it is considered as inelastic scattering. Inelastic neutron or X-ray scattering describes the transitions between different vibrational modes in the sample that occur in the time scale of femtoseconds (fs) to sub-ps [44]. The schematic of elastic, quasi-elastic and inelastic picture is shown in Fig. 2.6.

The inelastic and quasi-elastic scattering events can be measured by different spectrometers with specific energy resolution. Based on the desired energy resolution, different types

![Schematic of elastic, quasi-elastic and inelastic scattering spectra.](image)

Figure 2.6: Schematic of elastic, quasi-elastic and inelastic scattering spectra.
of spectrometers are designed. Although the instrumentation of X-ray scattering experiments/techniques are quite different from neutrons, the basic concept of scattering theory is same. Therefore, I will describe very briefly about the different neutron scattering spectrometers that I have used for the dissertation, which is also conceptually/theoretically same for X-ray scattering techniques.

**Time-of-flight spectrometer**

The time-of-flight (TOF) spectrometer is very useful instrument to study the dynamics at atomic or molecular level that basically measures the quasi-elastic and inelastic signals [62]. This instrument determines the final neutron energies through a direct measurement of

![Figure 2.7: Schematic of time-of-flight (TOF) spectrometer with cold neutron source. 2D color plot shown here is the raw data from protein sample at 270 K measured using direct TOF spectrometer.](image-url)
their velocities [44]. Specifically, TOF measures the momentum and energy transfers of the scattered neutrons after interacting with the sample as expressed in Eq. 2.3 and Eq. 2.5, respectively. The schematic diagram of TOF instrument is shown in Fig. 2.7. The white beam of neutrons produced from the reactor or the spallation source is monochromatized by a set of choppers, which rotate with a certain frequency to allow neutrons of only specific velocity. Thus, the choppers that are in general neutron absorbing material select the neutrons of particular wavelength given by the Eq. 2.37,

$$\lambda = \frac{h}{mv} = \frac{h}{mL_{chopp} \tau_{chopp}}$$

(2.37)

where \( h \) is planck’s constant, \( v \) is the velocity of neutron, \( L_{chopp} \) is the length of the choppers and \( \tau_{chopp} \) is the flight time between the choppers. The monochromatic pulsed-beam of neutrons hits the sample and scatters away, which are measured as neutron counts at the detector at an angle of \( 2\theta \). The energy transfer by neutrons is determined from the flight time between the sample position and the detector due to elastic, quasi-elastic or inelastic scattering, which is expressed as in Eq. 2.38

$$\Delta E = h\omega = \frac{1}{2}mv^2 = \frac{1}{2}L_{TOF}^2(\frac{1}{t_0} - \frac{1}{t_1})^2$$

(2.38)

where \( L_{TOF} \) is the distance between the sample and the detector, \( t_0 \) and \( t_1 \) are the elastic and quasi-elastic or inelastic flight times, respectively. Therefore, the neutron counts is measured at the 2D detector as a function of \( Q \) and \( \omega \). Using Eq. 2.5, \( Q \) can be expressed as a function
of both $2\theta$ and $\omega$ as:

$$\frac{Q}{k_i} = \sqrt{2 - \frac{\hbar \omega}{E_i} - 2\cos(2\theta)}\left(2 - \frac{\hbar \omega}{E_i}\right)^{\frac{1}{2}}$$

(2.39)

Since the energy loss or gain of the neutrons cannot exceed the incident energy ($E_i$), $\omega$ is always less than or equal to $\frac{E_i}{\hbar}$. Thus, at $\omega = 0$, there is a perfect elastic peak and for $\omega \neq 0$, different modes can be detected in the scattering signal due to translational/rotational diffusion or harmonic vibrations of different modes.

**Backscattering spectrometer**

The backscattering spectrometer is the high-resolution instrument designed to measure the

![Diagram of backscattering spectrometer](image)

Figure 2.8: Schematic of backscattering spectrometer.

QENS spectra to probe the rotational motions of molecules and slow diffusion dynamics (typically tens of ps to a few ns) [63, 64]. It scans the spectra of varying energies incident on
the sample, which is analyzed at the fixed energy after scattered from the sample and hence are recorded at the detectors. It consists of the monochromator or the analyzer crystals to gain the high-resolution without going to very long wavelengths, which prevents the limiting of the Q-range as in case of TOF spectrometer. The velocity of an incident monochromatic beam is distributed either by generating the pulse of neutrons using the choppers or by using the Doppler at certain frequency (crystal analyzer is driven back and forth along the direction of the incident beam causing the shift in the neutron energy) to vary the wavelengths and therefore varying the energies incident to the sample. This setup measures the neutron counts as a function of $Q$ and $\omega$. Fig. 2.8 shows the schematic of backscattering spectrometer.

In backscattering instrument, a perfectly collimated beam cannot be achieved, which undergoes a spread of incident neutron angles by $\Delta \theta$. Recalling the Bragg’s law and taking the differential, we get,

$$\frac{\Delta \lambda}{\lambda} = \frac{\Delta \theta}{\tan \theta} + \frac{\Delta d}{d} \tag{2.40}$$

For $\theta \rightarrow 90^\circ$, wavelength spread is minimum. Therefore, in order to achieve the high energy resolution, the neutron beam is incident on the single-crystal monochromator such that Bragg’s reflection occurs at Bragg angle, $\theta = 90^\circ$.

Furthermore, since this instrument is capable of modulating the incident beam, it is also possible to measure the perfectly elastic scattering data within the instrumental resolution [64]. The elastic scattering measurements from the sample is carried out as a function of temperature. If the point of inflection in the elastic scattering data is observed at particular temperature, then such temperature provides an idea of onset of dynamics from harmonic to anharmonic behavior, above which QENS measurements can be made. Moreover, elastic
scan measurements are very important for calculating the precise values of mean-square displacement of atoms in the sample using Debye-Waller factor. The accessible time-scale of motion at atomic or molecular length-scale that can be probed by the QENS and some other techniques are shown in Fig. 2.9.

Figure 2.9: Schematic diagram of accessible time-scale of motion at atomic/molecular length-scale in biomolecules by QENS spectrometers and other widely used instruments.
CHAPTER 3 DYNAMICS OF A DEEP-SEA PROTEIN

3.1 Introduction

The biological functions of proteins, such as enzyme catalysis, are often understood from their crystallographic structures [65]. On the other hand, it is crucial to take into account dynamic behavior to fully comprehend these functions [14, 18, 66]. In vivo, proteins are in constant motion among different conformations [14, 18, 19, 67]. The thermal energy, which is of the order of $k_B T$ per atom, where $k_B$ is the Boltzmann constant and $T$ is the absolute temperature, triggers biomolecules to sample different conformations around the average structure. These conformations are also known as conformational substates (CSs) [19]. Fluctuations among these CSs play an important role in protein function [14, 18, 19]. These lead to the concept of a multidimensional potential energy landscape (EL) that specifies a complete description of CSs in proteins [21, 68–70]. The existence of an EL was proposed by H. Frauenfelder and others in the 1970s and has been validated both by computations and by experiments [21, 68–73].

Proteins show various dynamic phenomena over a wide range of timescales, from picoseconds to milliseconds [18]. A fast dynamic process, on a timescale of a picosecond to 10 ns, also known as $\beta$-relaxation, occurs due to small amplitude fluctuations in atoms/molecules, such as loop motions and side-chain rotations [74]. The energy barrier or activation energy ($E_A$) between different CSs for this process is smaller than $k_B T$ [22]. On the other hand, slow motions, on the timescale of microseconds to milliseconds mainly occur due to the large-amplitude collective motions such as protein-protein interactions and enzyme catalysis [75]. This process, for which the energy barrier separating CSs is much larger than $k_B T$ [22, 74], is called $\alpha$-relaxation. The fast and slow dynamics of proteins are connected to each
other and provide the necessary balance between stability and flexibility required for their enzymatic activity [18]. In our study, the quasi-elastic neutron scattering (QENS) technique was used to investigate the fast dynamics in the picosecond-to-nanosecond time range on the length scale from angstroms to nanometers within the protein secondary structure. Because more than one-half of the atoms in biological macromolecules are hydrogen (H), which has the largest incoherent neutron scattering cross-section [50], incoherent QENS experiments on biological macromolecules predominantly measure the motions of individual H-atoms.

Over the past two decades, considerable research effort on protein dynamics has emphasized the effects of temperature and pressure, and has reported significant effects on the motions [76–80]. In general, below the physiological temperature limit, the volume of protein molecules increases with increase in temperature due to expansion in the subatomic-sized spaces within the molecules and the hydration layer surrounding the protein [81]. Temperature provides conformational flexibility to proteins for enzymatic activities by increasing their conformational fluctuations [82]. Nevertheless, sufficiently high temperature may also distort protein structure and cause unfolding or denaturation [83–85]. Another thermodynamic parameter, pressure, also plays an important role in protein structure and dynamics [86–91]. It changes the protein volume [91] and affects protein intermolecular and intramolecular structures explicitly [86, 90]. Evidently, the cavities in folded or native proteins are reduced at high pressure. This perturbs the CSs, giving rise to protein unfolding or denaturation [91–93]. Therefore, high temperature and pressure together may prevent enzymatic processes in many biomolecules.

Despite the above, some of the microorganisms found in deep-sea thermal vents are able to resist the effects of high temperature and pressure [94–96]. Without any light energy
from the sun, these organisms survive, depending on mineral-enriched hydrothermal fluids, and can perform their metabolic activities, synthesize proteins, and maintain their native conformations. Thus, they engender great interest among researchers in understanding the possible factors or mechanisms that are unique to these living systems, permitting them to survive under such critical circumstances.

One of the deep-sea microorganisms, *Thermococcus thioreducens*, is a hyperthermophilic sulfur-reducing euryarchaeote found in hydrothermal vents of the Mid-Atlantic Ridge under abnormal thermodynamic conditions of high pressure and temperature [97, 98]. It lives its life under hydrostatic pressures of about 100 MPa, having an optimal growth temperature
Figure 3.2: Enzymatic activities for Tt-IPPase and HEWL as functions of temperature. The optimal temperatures for activity are 323 K (50 °C) and 358 K (85 °C) for HEWL and IPPase, respectively.

range of 356–358 K (83–85 °C) [98]. Inorganic pyrophosphatase (IPPase) (enzyme entry EC 3.6.1.1) is an enzyme from this organism, which is of great interest due to its high thermal and biochemical stability [97]. It catalyzes the hydrolysis of inorganic pyrophosphate (PPi) to form orthophosphate (Pi), which helps in several biochemical processes such as nucleic acid polymerization, lipid metabolism, and the production of proteins [98]. The static structure of IPPase has recently been overexpressed and characterized by neutron protein crystallography [97]. Its quaternary structure is a homohexamer with an oligomeric molecular mass of \( \sim 120 \) kDa (each subunit is about 20 kDa) [97]. Like its mesophile, it has a complicated network of noncovalent interactions that mainly correspond to the interaction of hydrogen bonds [97]. However, in contrast to these mesophilic equivalents, this enzyme has the ability to perform
catalytic activity at extreme pressures and temperatures. It can resist denaturation even at high temperatures above 348 K (75 °C), and its optimal temperature for enzymatic activity is 358 K (85 °C) [27, 97]. From the structure point of view, to form the stabilizing interactions for its quaternary oligomeric structure, IPPase reduces its translational and rotational entropy for the monomers. These interactions include polar/apolar, hydrophobic, ion pairs, and hydrogen bonds between monomers and non-solvent-exposed cavities [27]. Therefore, the oligomeric IPPase has a highly symmetric and closed hexameric structure, which makes it stable and biologically active at extreme temperatures and pressures. For comparison, we use a small monomeric protein, hen egg white lysozyme (HEWL) as a model protein. It is a well-studied protein and has been used as a model protein for QENS experiments for decades [40, 74]. It consists of 129 amino acid residues that destroy the polysaccharide architecture of bacterial cell walls [99]. It catalyzes the hydrolysis of 1,4-β linkages between alternating units of N-acetylmuramic acid and N-acetylglucosamine. At a pH of 2.0, rapid denaturation in HEWL begins above 320 K (47 °C) and at higher temperatures it loses its enzymatic activity [100]. The comparison of enzymatic activities of IPPase and HEWL is shown in Fig. 3.2 [27, 101]. In the previous investigation carried out by Chu and colleagues [27] at ambient pressure with QENS, IPPase was shown to have distinguishably slower dynamics than that of HEWL in the β-relaxation time range of 10 ps to 0.5 ns, which is intimately related to the local flexibility of the oligomeric structure of IPPase. Such dynamic behavior was observed at all of the measured temperatures from 220 K (-53 °C) to 353 K (80 °C). It is of great interest to investigate whether the same dynamical behavior holds at high pressure, which reflects the natural living condition of IPPase found in the seabed.

In this study, the relaxation dynamics of both IPPase and HEWL were studied by QENS
in two different time ranges on two instruments at the National Institute of Standards and Technology (NIST) Center for Neutron Research (NCNR), in the temperature range from 298 K (25 °C, room temperature) to 363 K (90 °C) at a pressure of 100 MPa, the native environment for IPPase. Due to the limited dynamic range available on the individual instruments, two QENS spectrometers were used to probe the dynamics in a wide time range from subpicoseconds to nanoseconds. Thus, the dynamics in the time range from 2 to 25 ps was measured using the disk chopper time-of-flight spectrometer (DCS) [62] and from 100 ps to 2 ns was determined using the high-flux backscattering spectrometer (HFBS) [64]. The experimental results were quantitatively analyzed using two analytical models in both the energy and the time domains. The relaxation dynamics of IPPase and HEWL were directly compared in the time domain. Both proteins demonstrate a non-exponential logarithmic-like decay in their relaxation dynamics. Our results demonstrate that, even though IPPase is a complex oligomeric protein, it continues to preserve its conformation, residual motions, and hence enzymatic activity under high temperature and pressure, which is naturally favorable to these microorganisms. However, our model protein, HEWL, lacks the above in its distinguishable dynamic behavior due to imposed high temperature and pressure. We explain these results based on the highly symmetric and closed oligomeric structure of IPPase, which helps to maintain its native conformation and flexibility under high pressure and temperature conditions. We further derive from our experimental observations a scenario of distorted energy landscape of proteins under pressure and a schematic denaturation phase diagram that can be used as a general picture to describe protein dynamics under extreme conditions.
3.2 Materials and methods

3.2.1 Sample preparation

Both IPPase and HEWL samples were purchased from iXpressGenes. The recombinant construct of IPPase was derived from *Thermococcus thioreducens*, an obligate sulfur-reducing hyperthermophilic archaeon [97, 102]. *Escherichia coli* Rosetta 2 (EMD Biosciences) was used as the main recombinant expression host. Labile hydrogen atoms were exchanged for deuterium by taking the concentrated, purified protein (∼30 mg/mL) and mixing with 9 vol of pure D₂O (99.8% D; Cambridge Isotope Laboratories) in the presence of 10 mM NaCl. The resulting resuspension was concentrated using a 50 K cutoff Spin-X UF concentrator (Corning) until the original protein concentration was achieved. This process was repeated twice and the product was lyophilized with a Labconco FreeZone lyophilizer and stored at -80 °C. Before the neutron scattering measurements, the protein sample was lyophilized overnight and dried. IPPase powder was hydrated isopiestically at 25 °C by exposing it to D₂O vapor in a closed chamber while monitoring the hydration level by weight measurement using an analytical scale. The final hydration level was determined to be 0.37 g of D₂O per g of IPPase (h = 0.37) to ensure at least a monolayer of heavy water covering the protein surface [25]. Similarly, the commercially purchased purified sample of hen egg white lysozyme (HEWL) (EC 3.2.1.17) was used without additional purification. Before the QENS experiments, it was also lyophilized overnight to remove residual water, followed by D₂O hydration [27, 74, 82]. The final hydration level was determined to be the same as that prepared for IPPase (h = 0.37).
3.2.2 Quasi-elastic neutron scattering measurements

QENS experiments were performed using time-of-flight disk chopper spectrometer (DCS) [62] and high flux backscattering spectrometer (HFBS) [64] at NIST Center for Neutron Research (NCNR). The DCS was operated at 6 Å, at which wavelength its energy resolution was 64 µeV (full width at half maximum), and a dynamic range suitable for our QENS data analysis of ±1.0 meV. The other spectrometer HFBS was used with an energy resolution of 0.8 µeV (FWHM, for the $Q$-averaged resolution value) and a dynamic range of ±17 µeV. The QENS measurements were performed at 100 MPa (1 kbar), at six temperatures ranging from 298 K (25 °C, room temperature) to 363 K (90 °C), in a wave vector transfer range from $Q = 0.4$ Å$^{-1}$ to 1.8 Å$^{-1}$. The resolution function at HFBS was measured at 4 K, and that at DCS was from the measurement of a vanadium standard sample, where most of the signal is completely elastic. The elastic scattering data were obtained by performing fixed window scans at HFBS from 298 K down to 19 K, with a ramp rate of 1 K/min. In this mode, the Doppler drive (and therefore the monochromator) is stopped and only neutrons with the same final and initial energies are counted. High pressure was achieved using a commercially available two-stage helium intensifier. The samples were loaded into an aluminum alloy vessel with an inner sample space of 1.5 cm$^3$. The pressure vessel was connected to the intensifier through a high-pressure capillary. Pressure was adjusted only at temperatures well above the melting curve of helium.

3.3 Data analysis

3.3.1 Energy domain data analysis

In a neutron scattering experiment, the double differential scattering cross-section $\delta^2 \sigma / \delta \Omega \delta \omega$ in a solid angle $\delta \Omega$ with energy exchange of $\delta \omega$ is measured. The measured QENS spectra
\( S_m(Q, \omega) \), also known as the self-dynamic incoherent structure factor, is represented as the following expression \([27, 29, 82]\):

\[
S_m(Q, \omega) = [S_H(Q, \omega) + B(Q, \omega)] \otimes R(Q, \omega) \tag{3.1}
\]

where \( R(Q, \omega) \) is the resolution function of the instrument and \( B(Q, \omega) \) is a linear background, which can be written in the form of \( B(Q, \omega) = C_1(Q) + C_2(Q)\omega \), \( S_H(Q, \omega) \), is a combination of elastic and quasi-elastic components that can be represented by a delta function \( \delta(\omega) \) and the sum of a set of Lorentzian functions \( L_i(Q, \omega) \), respectively. For only one type of diffusion process (translational or rotational) within instrumental resolution, a single Lorentzian is sufficient to fit the data at the measured temperatures and \( Q \) values \([27, 82]\). Thus, the model scattering function \( S_H(Q, \omega) \) can be written as follows:

\[
S_H(Q, \omega) = [A_0(Q)\delta(\omega) + [1 - A_0(Q)]L(Q, \omega)] \tag{3.2}
\]

where \( A_0(Q) \) represents the fraction of elastic scattering and the Lorentzian function is given by,

\[
L(Q, \omega) = \frac{1}{\pi} \frac{\Gamma(Q)}{\Gamma^2(Q) + \omega^2} \tag{3.3}
\]

In the above Eq. 3.3, \( \Gamma(Q) \) is the half width at half maximum (HWHM) of the Lorentzian function.

Using the elastic and quasi-elastic components of the experimental data, an analytical quantity called the elastic incoherent structure factor (EISF) can be derived. It is defined as the fraction of elastic intensity in the QENS spectra \([50]\). Modeling of the EISF provides the
geometry of diffusive motions in the protein [103]. For the data fitted with single Lorentzian function, EISF can be fitted with the expression for single diffusive motion of atoms within a sphere. According to this model, each atom diffuses freely within an impermeable sphere [50, 103, 104]. The complete expression for the model can be written as follows:

\[
EISF = p_0 + (1 - p_0) \left( \frac{3j_1(Qa)}{Qa} \right)^2
\]

(3.4)

where \( j_1(Qa) \), \( p_0 \), and \( a \) denote the spherical Bessel function of the first kind of order 1, the elastic fraction, and the radius of the diffusion sphere, respectively. For the purely translational diffusive motions, the EISF is zero, whereas it takes non-zero values in other cases.

The data fitting was done using the peak analysis software PAN in the package DAVE developed at the NCNR [105].

3.3.2 Time domain data analysis

The measured QENS spectra \( S_m(Q,\omega) \) is expressed by the convolution of the self-dynamic incoherent structure factor of the H-atoms in the sample, \( S_H(Q,\omega) \), with the energy resolution function \( R(Q,\omega) \) of the instrument, as shown by Eq. 3.1. By taking the inverse Fourier transform (iFT) of \( S_m(Q,\omega) \) and dividing by the iFT of the instrumental resolution function \( R(Q,\omega) \), the intermediate scattering function (ISF) \( I(Q,t) \) of H-atoms in the time domain can be calculated as follows:

\[
I(Q,t) = \frac{iFT[S_m(Q,\omega)]}{iFT[R(Q,\omega)]}
\]

(3.5)

In this process, a constant background is subtracted before the iFT [74]. The ISF is also known as the single-particle correlation function of H-atoms in the sample, which is the
key function to connect theoretical prediction to the neutron scattering experimental data. The time range of picoseconds to nanoseconds of relaxation process ($\beta$-relaxation) observed from QENS instrument is non-exponential and is much shorter than $\alpha$-relaxation time range. Thus, it can be fitted with an asymptotic expression derived from the mode coupling theory (MCT) [22]:

$$I(Q,t) = f(Q,T) - H_1(Q,T)\ln\left(\frac{t}{\tau_\beta(T)}\right) + H_2(Q,T)\ln^2\left(\frac{t}{\tau_\beta(T)}\right)$$  \hspace{1cm} (3.6)

where $\tau_\beta(T)$ is the characteristic $\beta$-relaxation time and $f(Q,T) = \exp[-A(T)Q^2]$ is a temperature-dependent prefactor proportional to the Debye-Waller factor for small $Q$ values. $H_1(Q,T)$ and $H_2(Q,T)$ are the $Q$ and $T$ dependent first and second order logarithmic decay parameters, respectively. $H_1(Q,T)$ can be written as follows:

$$H_1(Q,T) = h_1(Q)B_1(T)$$  \hspace{1cm} (3.7)

where $h_1(Q)$ is a power law of $Q$ for small $Q$ values with a power $b$ between 1 and 2. Therefore, $H_1(Q,T)$ can be fitted as follows:

$$H_1(Q,T) = B_1(T)Q^b$$  \hspace{1cm} (3.8)

### 3.3.3 Mean-square displacement

The mean-square displacement (MSD), $<x^2>$, of H-atoms were calculated from elastic incoherent neutron scattering (EINS) measurements [39, 40, 42, 77, 106]. The EINS experiment was carried out with a fixed resolution window with FWHM of 0.8 $\mu$eV at HFBS.
The fixed window scan (FWS) data were collected by cooling the sample from 298 to 19 K that covers the dynamic transition temperature ($T_D$) in proteins. MSD is calculated from the linear fit of the logarithm of the Debye-Waller factor vs. $Q^2$. The Debye-Waller factor can be expressed as follows:

$$I_{el}(Q, T) = I_0(Q, T_0)\exp(-Q^2 \langle x^2 \rangle) \quad (3.9)$$

$$\ln \left( \frac{I_{el}(Q, T)}{I_0(Q, T_0)} \right) = -Q^2 \langle x^2 \rangle \quad (3.10)$$

where $I_{el}(Q, T)$ and $I_0(Q, T_0)$ are the elastic signals measured from the sample. $I_0(Q, T_0)$ is usually determined from the lowest temperature measurements, which is 19 K in our case. This model assumes that motions responsible for the decrease in elastic intensity with respect to purely elastic intensity that can be represented by a Gaussian (simple harmonic) model as shown in Eq. 3.9 with $\langle x^2 \rangle$ (MSD) of the moieties moving faster than instrument resolution of about 2 ns. We have used the $Q$ range of 0.35 Å$^{-1}$– 1.50 Å$^{-1}$ available at HFBS to evaluate the MSDs at different temperatures from 19 K to 298 K.

### 3.4 Results and discussion

#### 3.4.1 Diffusive motions of protein molecules analyzed in energy domain

Fig. 3.3 shows the normalized measured self-dynamic incoherent structure factor $S_m(Q, \omega)$, derived from QENS experiments at DCS (A–D) and HFBS (E–H). Each sample of IPPase and HEWL was hydrated using D$_2$O to a hydration level $h = 0.37$. Since D$_2$O has a small neutron incoherent scattering cross-section compared with that of the H-atoms within the protein molecules, the QENS signals can be considered to derive from protein contributions only [32, 82]. Clearly, the central peaks are broadened from the resolution function, charac-
Figure 3.3: Normalized QENS spectra from protein samples and data fitting. Spectra measured at DCS from (A) IPPase and (B) HEWL, respectively, at $Q = 0.8 \ \text{Å}^{-1}$ for temperatures from 298 to 363 K along with resolution. DCS data fitted in energy domain for (C) IPPase and (D) HEWL, respectively, at $Q = 0.8 \ \text{Å}^{-1}$ and $T = 363 \ \text{K}$. Spectra measured at HFBS from (E) IPPase and (F) HEWL, respectively, at $Q = 0.9 \ \text{Å}^{-1}$ for temperatures from 298 to 363 K along with resolution. HFBS data fitted in energy domain for (G) IPPase and (H) HEWL, respectively, at $Q = 0.9 \ \text{Å}^{-1}$ and $T = 363 \ \text{K}$. The background is fitted linearly, and elastic and quasi-elastic components are fitted with delta and Lorentzian functions, respectively. In this figure, and in subsequent figures, error bars represent ±1 SD.

Terizing the quasi-elastic scattering from the samples. The quasi-elastic component resembles the diffusive motion or the relaxation process of H-atoms within the protein molecules in a confined volume and associated with a protein’s conformational flexibility [103, 107]. We observe that, for each sample, the higher the temperature, the broader the quasi-elastic width, implying faster dynamics of the protein molecules. It is clear that the normalized QENS data show faster motions in IPPase than in HEWL at comparable temperatures and length scales. This suggests that IPPase has more conformational flexibility than that of HEWL under 100 MPa of pressure. The QENS data in the energy domain were fitted according to Eq. 3.1. In Fig. 3.3, the lower four panels show the fitted data along with a
Figure 3.4: Analysis of QENS data in the energy domain at all measured temperatures. Lorentzian half width at half maximum (HWHM) of IPPase and HEWL from DCS (A and B) and HFBS (C and D), respectively.

Linear background at the wave vector transfer $Q = 0.8 \, \text{Å}^{-1}$ for the DCS data and at $Q = 0.9 \, \text{Å}^{-1}$ for the HFBS data, at $T = 363 \, \text{K}$. The elastic component is represented by a delta function, and the quasi-elastic component is represented by a Lorentzian function, and both are broadened by the instrumental resolution function. The elastic component in the QENS spectra represents the immobile H-atoms; whereas the quasi-elastic component originates from mobile H-atoms in the protein. Half widths at half maximum (HWHMs), designated as $(\Gamma(Q))$ of Lorentzians derived from the QENS data for IPPase and HEWL, are calculated
Figure 3.5: Analysis of QENS data in the energy domain at all measured temperatures. Elastic incoherent structure factor (EISF) for (A) IPPase and (B) HEWL, calculated from the data measured at DCS. Elastic incoherent structure factor (EISF) for (C) IPPase and (D) HEWL, calculated from the data measured at HFBS. Fraction of mobile H-atoms in a confined diffusion sphere \((1 - p_0)\) as a function of temperature for IPPase (yellow circles) and HEWL (blue spheres), calculated from the data obtained at (E) DCS and (F) HFBS.

from fitting of the measured QENS spectra with Eq. 3.1 and shown in Fig. 3.4. HWHMs plotted as a function of \(Q^2\) at all of the measured temperatures for IPPase and HEWL, increase with \(Q^2\) and become flat at higher \(Q\) values. The \(Q^2\) dependence of the HWHMs suggests diffusive motions of mainly H-atoms in a confined volume of space [103, 107]. The HWHMs increase with temperature in both protein samples, suggesting an increase in diffusive motion. In addition, the HWHM values are larger for IPPase compared with HEWL, suggesting a faster diffusive process and hence more conformational flexibility in IPPase than in HEWL. The calculated values of the HWHMs are of the order of milli-electronvolts (for DCS) to microelectronvolts (for HFBS), representing diffusive processes in the timescale of
picoseconds to nanoseconds.

In Fig. 3.5 A–D, we show the EISFs derived from the QENS measurements as a function of \( Q \) at different temperatures for both IPPase and HEWL. The decrease in the EISF with increase in temperature for both proteins suggests that the fraction of immobile H-atoms decreases with increase in temperature. EISF curves are fitted well with the expression for single diffusive motion of atoms within a sphere given by Eq. 3.4. The fractions of mobile H-atoms, \( 1 - p_0 \) for the two proteins are plotted in Fig. 3.5 E and F, as functions of temperature, calculated from DCS and HFBS data, respectively. It is clear that the population of mobile H-atoms, \( 1 - p_0 \), is much higher for IPPase than for HEWL at all the temperatures, indicating that more mobile H-atoms in IPPase are observable within our measurement’s dynamic window. This result is consistent for the data obtained at both instruments. Moreover, the increase in \( 1 - p_0 \) with increase of temperature indicates that more H-atoms are in motion as the temperature rises. The radius of the confined diffusion sphere \( a \) is listed in Table 3.1. The value of \( a \) increases with increase in temperature and is larger for IPPase

### Table 3.1: Radius of confined diffusion sphere \( a \) (Å) in IPPase and HEWL calculated at different temperatures using Eq. 3.4.

<table>
<thead>
<tr>
<th>T (K)</th>
<th>DCS IPPase (Å)</th>
<th>HEWL (Å)</th>
<th>HFBS IPPase (Å)</th>
<th>HEWL (Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>298</td>
<td>2.37±0.30</td>
<td>1.89±0.34</td>
<td>3.18±0.28</td>
<td>2.80±0.24</td>
</tr>
<tr>
<td>318</td>
<td>2.36±0.22</td>
<td>1.93±0.22</td>
<td>3.31±0.51</td>
<td>NA</td>
</tr>
<tr>
<td>338</td>
<td>2.35±0.18</td>
<td>1.99±0.17</td>
<td>3.27±0.50</td>
<td>3.30±0.69</td>
</tr>
<tr>
<td>348</td>
<td>2.43±0.17</td>
<td>2.05±0.10</td>
<td>3.38±0.63</td>
<td>NA</td>
</tr>
<tr>
<td>358</td>
<td>2.44±0.15</td>
<td>2.02±0.07</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>363</td>
<td>2.48±0.15</td>
<td>2.10±0.05</td>
<td>3.80±0.87</td>
<td>4.25±1.46</td>
</tr>
</tbody>
</table>
Figure 3.6: Intermediate scattering function (ISF) calculated from DCS and HFBS spectra. (A–F) ISFs of H-atoms in hydrated IPPase (A, C, and E) and HEWL (B, D, and F), respectively, calculated from DCS data. (G–L) ISFs of H-atoms in hydrated IPPase (G, I, and K) and HEWL (H, J, and L), respectively, calculated from HFBS data. Here, we show results at three temperatures: $T = 298$ K, 338 K, and 363 K. ISFs are calculated at a series of $Q$ values from $0.5 \text{ Å}^{-1}$ to $1.8 \text{ Å}^{-1}$. Solid lines represent the curves fitted by Eq. 3.6 than that of HEWL. This indicates that IPPase has a larger diffusing volume of space and hence has more conformational flexibility compared with HEWL. These calculated values of radii are consistent with the values observed in other biomolecules [103].

3.4.2 Relaxation dynamics of proteins analog to supercooled liquids or glasses

The intermediate scattering function (ISF) $I(Q,t)$ in the time domain is calculated by taking the inverse Fourier transform of the measured self dynamic incoherent structure factor $S_m(Q,\omega)$ divided by the inverse Fourier transform of the resolution function $R(Q,\omega)$, as
described in detail in SI Materials and Methods. The ISF is also known as the single particle correlation function, and is normally used as an essential tool to describe the relaxation dynamics in protein molecules [22, 50, 74, 108]. Previous studies show that proteins share similar dynamic features as glass forming liquids [109–112] that can be described by mode coupling theory (MCT) [22, 113]. The MCT has successfully predicted a non-exponential logarithmic-like decay in the $\beta$-relaxation region (picoseconds to nanoseconds) of protein dynamics, and has proved effective in explaining protein dynamical behavior both in experiments and in molecular dynamics (MD) simulations [22, 27, 29, 74, 82]. Therefore, the non-exponential relaxation dynamics in the ISF is analyzed and fitted using an asymptotic expression derived from the MCT, which is given by Eq. 3.6. In Fig. 3.6, the ISFs for IPPase and HEWL are plotted and analyzed at three temperatures $T = 298, 338,$ and $363$ K at $Q$ values from $0.5$ Å$^{-1}$ to $1.8$ Å$^{-1}$. The left and right panels demonstrate the ISFs calculated from QENS data measured at DCS and HFBS, respectively, in the $\beta$-relaxation region. One observes an apparent logarithmic-like relaxation process for both proteins in the measured time range. This non-exponential dynamic behavior has been observed in proteins and other biopolymers in many previous studies [22, 27, 29, 74, 82]. The ISFs are fitted according to Eq. 3.6, and fitted curves are shown in Fig. 3.6 with solid lines. We obtain four fitting parameters, $A(T)$, $\tau_\beta$, $H_1(Q,T)$, and $H_2(Q,T)$ by global fitting at all six $Q$ values, where $A(T)$ comes from the Debye-Waller factor. In Fig. 3.7 $A$ and $B$, $H_1(Q,T)$ as a function of $Q$ at all temperatures for IPPase and HEWL are respectively plotted. $H_1(Q,T)$ represents qualitatively the slope of the decay, or the power of decay, and is further fitted by a power law of $Q$ given by Eq. 3.7. $B_1(T)$ is a temperature-dependent parameter, shown in the inset of Fig. 3.7B for both proteins. Evidently $B_1(T)$ is larger for IPPase than for HEWL at
all temperatures and increases linearly with increase in temperature, implying larger flexibility in IPPase than in HEWL in the measured energy/time window. The characteristic $\beta$-relaxation time $\tau_\beta$ is plotted vs. $10^3/T$ (the so-called Arrhenius plot) in Fig. 3.7C. The relaxation times can be fitted using the Arrhenius expression, $\tau_\beta = \tau_0 \exp(E_A/k_B T)$, where $E_A$ is the activation energy that enables conformational transition across energy barriers between CSs. This result is consistent with our previous observations of the relaxation time in other proteins including IPPase and HEWL, at temperatures higher than 300 K and at ambient pressure [27, 29, 82]. The calculated values of activation energy $E_A$ from the Arrhenius law are $30 \pm 4$ meV and $43 \pm 4$ meV for IPPase and HEWL, respectively, slightly higher than the thermal energy $k_B T$ at room temperature, which is $\sim 25$ meV. These values correspond to the low-frequency modes of excitations in proteins that are perceptible in the $\beta$-relaxation process [74, 114]. The larger value of $E_A$ for HEWL suggests more rigidity due to unfolding/denaturation compared with IPPase at the pressure of 100 MPa. The astonishing observation is that the $\beta$-relaxation time $\tau_\beta$ is smaller for IPPase than for HEWL at all of the measured temperatures, contrary to what it was observed at ambient pressure [27].

### 3.4.3 Mean-square displacement of hydrogen atoms reveals protein flexibility

Fig. 3.7D shows the mean-square displacement (MSD), $<x^2>$, of H-atoms in the protein samples, calculated from the elastic incoherent neutron scattering data measured at HFBS. From the MSD vs. temperature plot, changes in the slopes of both curves indicate that both proteins undergo a dynamic transition at a temperature $T_D$ around 220–240 K, as observed in many other experiments [27, 82, 106, 115, 116]. The dynamic transition temperature $T_D$ can be considered as the lowest temperature that enables proteins to have the necessary flexibility for different CSs. Our observed $T_D$ value at high pressure is consistent with
Figure 3.7: Fitting parameters obtained from the MCT analysis of the ISF from DCS data and mean-square displacement (MSD) of IPPase and HEWL from HFBS data. First-order logarithmic decay parameter $H_1(Q,T)$ as a function of $Q$ for (A) IPPase and (B) HEWL, respectively. (Inset) $B_1(T)$ as a function of temperature for IPPase and HEWL. (C) $\beta$-relaxation time constant, $\tau_\beta$ plotted as a function of temperature. Dashed lines represent Arrhenius fit of the relaxation time $\tau_\beta$ for IPPase and HEWL. (D) MSD ($<x^2>$) of H-atoms in protein samples, IPPase and HEWL, measured by elastic incoherent neutron scattering at HFBS. The dynamic transition temperature $T_D$ for IPPase and HEWL are observed around 220-240 K.

previous observations at ambient pressure [27]. Therefore, the dynamic transition appears to be pressure independent, which is consistent with previous MD simulation results [117]. However, a significant difference between the MSDs of IPPase and HEWL is observed above $T_D$ at 100 MPa, which is completely different from the nearly identical MSDs of IPPase and HEWL observed at ambient pressure [27]. This contrast in MSDs is due to a pressure induced effect on the CSs of the proteins, which causes a change in the flexibility of the two proteins above $T_D$. This observation is consistent with a recently published MD simulation
calculation [118]. Here, we observe a smaller slope of the MSD in HEWL above $T_D$, which is proportional to the structural resilience of the protein [42, 51], implying that HEWL has increased stability (greater rigidity) and decreased activity, i.e., it loses its conformational flexibility due to pressure-induced unfolding. At the same time, IPPase tends to maintain its conformational flexibility under the same high pressure.

3.4.4 Effects of pressure and the scenario of distorted energy landscapes

Our results indicate that pressure affects the dynamics of proteins and therefore brings about a reversal in the dynamical behavior of two protein samples at high pressure from ambient pressure [27]. Previous MD simulations have addressed the effect of pressure on protein ELs and have suggested that an invariant description of protein ELs should be subsumed by a fluctuating picture [117]. Fig. 5 shows schematic pictures of the denaturation phase diagram and ELs for both proteins, based upon our experimental results with respect to pressure and temperature [79, 88]. In Fig. 3.8 (Left), IPPase has a larger region of folded state in the phase diagram compared with HEWL (shaded region with cyan lines). The magenta dashed line shows the outline of our current measurements at 100 MPa. This phase diagram clearly demonstrates that, along the magenta dashed line, HEWL is unfolded/denatured at 100 MPa at all of the measured temperatures, whereas IPPase remains in its native state until a relatively high temperature of 363 K (90 °C). On the other hand, in our previous measurements at ambient pressure [27], both proteins were at their native states below 320 K. This explains why the dynamical behaviors of the two proteins are completely reversed at high pressures of 100 MPa compared with ambient pressure.

The right two panels of Fig. 3.8 represent the schematic ELs of atomic fluctuations in IPPase and HEWL at ambient pressure and at a pressure of 100 MPa. Previous studies
Figure 3.8: Schematic picture of phase diagram and energy landscape in IPPase and HEWL under high pressure and temperature. (Left) Denaturation phase diagram of IPPase and HEWL (shaded region) as functions of temperature and pressure. The axes in the diagram are not drawn to scale. (Right) Schematic plot of cros-sections through a highly simplified energy landscape of atomic fluctuations for different conformational substates (CSs) in IPPase and HEWL under ambient and 100 MPa (1 kbar) of pressure.

...reported that pressure causes a decrease in the length of hydrogen bonds that are formed by backbone amide groups to carbonyl groups or surrounding water molecules, which shrinks the cavities in the native/folded state [119]. Such a reduction in the volume of cavities [91, 119, 120], induced by pressure, will further cause changes in protein conformations [121]. Therefore, a change in volume of the cavities will agitate different CSs within the protein ensemble and hence distort the ELs. At high pressure, the ELs of a mesophilic protein such as HEWL are largely affected, resulting in a decrease of energy barriers between the native and denatured states. This makes it easy to cross the energy barrier to reach the unfolded denatured state irreversibly, even at room temperature. On the other hand, the ELs of IPPase are also distorted by high pressure of 100 MPa, but the energy barriers between the native and denatured states are still high enough to sustain its conformational flexibility in its native state.

In general, high pressure dissociates the subunits of oligomers and destabilizes the pro-
tein, but the interesting aspect here is to understand why IPPase, an oligomeric protein, reflects physiological dynamic behavior under high pressure. This can be explained by assuming that cavities inside the protein are not disturbed due to its highly symmetric and closed oligomeric structure, which helps to maintain its native conformation and flexibility under high pressure as well as temperature. Previous work has also studied the enzymatic functions of several hyperthermophiles from the deep-sea and found that they demonstrate higher rates of enzymatic activity at high pressure and temperature than that of simple monomeric proteins under the same conditions [96]. This exotic property of specific proteins such as IPPase enables some microorganisms to defy the effects of high pressure and temperature to sustain their lives under the deep seabed [122].

3.4.5 Conclusion

In summary, our study reveals the effects of pressure on a large hyperthermophilic oligomeric protein IPPase and shows how it steadily maintains its conformational and dynamic properties in its native environment at high temperature and pressure. Also, our results indicate that, under a pressure of 100 MPa, IPPase displays much faster relaxation dynamics than a mesophilic model protein, HEWL, at all of the measured temperatures, opposite to what it was observed previously under ambient pressure [27]. In addition, our experimental results indicate that pressure drives the volume reduction of intramolecular spacing [121] that causes mesophilic HEWL to lose its conformational flexibility as suggested by MSD results, and consequently, its catalytic activity. However, the hyperthermophilic protein IPPase is able to preserve its conformational flexibility and maintain its enzymatic activity at high pressure and temperature, supposedly due to its highly symmetric and closed oligomeric structure. Furthermore, we investigated the relaxation dynamics
of proteins in the $\beta$-relaxation region in the time domain, vital to their biological activities. Both proteins follow a nonexponential logarithmic-like decay in the ISF as suggested by MCT for glass-forming liquids. The relaxation dynamics due to diffusion of H-atoms in the time range of picoseconds to nanoseconds, decays more rapidly in IPPase than in HEWL at respective temperature under high pressure, opposite to what we observed under ambient pressure [27]. This dynamic reversal can be explained by a general schematic denaturation phase diagram together with ELs for the two proteins. Such a scenario can be further used as a general picture to understand the functional activities of thermophilic proteins under pressure. Our observation also strongly supports the hypothesis that the protein ELs are distorted by high pressure [86, 117], which are significantly different for hyperthermophilic (IPPase) and mesophilic (HEWL) proteins.
CHAPTER 4 MECHANISM OF ACTIVATION OF RHODOPSIN

4.1 Background

G-protein-coupled receptor (GPCR) constitutes a large family of membrane proteins that mediates extracellular (physical and chemical) signals such as light, odor, taste, hormones, and neurotransmitters into the distinct intracellular signaling pathways [123–125]. GPCR shares a common seven alpha-helical transmembrane (7TM) structure, which changes its conformation upon activation across the biological membranes [123, 126]. The conformational change on the intracellular surface of the receptor binds and activates several hundreds of heterotrimeric guanylate nucleotide-binding protein, known as G protein, which in turn triggers the events that ultimately modulate and amplify the cellular response [127]. Fig. 4.1 shows the schematic of mechanism of G-protein-coupled receptor, rhodopsin binding G protein (transducin) upon photoactivation [128]. The cell membranes of almost all the animals such as mammals, insects and flatworms contain GPCRs [123]. The GPCR superfamily encompasses approximately 950 genes in the human genome, including nearly 500 sensory GPCRs [125, 127]. Thus, more than 50% of the therapeutic drug targets are GPCRs, which work by regulating the behavior of specific 7TM receptor protein [123, 125, 127, 129]. Understanding the mechanism of GPCR activation is still a major challenge in biophysical research. In this chapter, I will show how GPCR activation mechanism is studied using neutron scattering techniques. First section 4.2 and the next section 4.3 comprise the studies of changes in GPCR rhodopsin conformation and intrinsic dynamic behavior upon photoactivation, respectively.
Figure 4.1: Schematic diagram of mechanism of G-protein-coupled receptor, rhodopsin binding heterotrimeric guanylate nucleotide-binding G protein (transducin) upon photoactivation.

4.2 Photoactivation mechanism of rhodopsin in detergent solution

4.2.1 Introduction

Rhodopsin is the family A GPCR, responsible for vision under dim light conditions in all the vertebrates [123, 130]. In vertebrate retinal, rod and cone photoreceptors contain rhodopsin and opsin, respectively. Their chromophore, 11-cis retinal, is covalently bound via a protonated Schiff base to the polypeptide chains of each opsin, embedded within the transmembrane domain [127]. The chromophore 11-cis retinal locks the rhodopsin in the
inactive dark state, and acts as an inverse-agonist by preventing interaction with its cognate G protein, transducin [130, 131]. Upon light absorption, the chromophore undergoes isomerization of 11-cis retinal to all-trans retinal, inducing a significant change in the opsin conformation from its inactive to active state as shown in Fig. 4.2 [123, 130, 131]. Such activation causes the expansion due to outward tilting of the cytoplasmic end of helix 6 (H6), creating a cleft for binding the G protein [127, 132]. At the same time, the cytoplasmic end of helix 5 (H5) elongates providing more interface for G protein interaction [127]. The active state is also known as Metarhodopsin II, which binds the intracellular G protein [123, 126, 133, 134]. This initiates the visual signaling, which culminates in an electrical impulse to the visual cortex of the brain [123]. X-ray crystallography studies conducted on the prototypical visual GPCR rhodopsin have revealed valuable information about the conformational changes that occur during activation [127, 133, 135–138]. However, such freeze-trapped structure (at very low temperature) may not represent the native conformation of rhodopsin [130]. Moreover, they lack the clear depiction regarding how the rhodopsin conformational change occurs in the native membrane. In this work, we used small-angle scattering to study the change in conformation of rhodopsin upon photoactivation in detergent solution, where detergent mimics the membrane-like environment.

It has been one of the fundamental questions how the GPCR rhodopsin organizes and operates itself in the native membrane for the signal transduction [130, 139, 140]. Infrared-laser atomic-force microscopy and transmission electron microscopy experiments have confirmed the series of densely packed dimers of rhodopsin in the native disc membrane [139, 140]. Not only in the native disc membrane, but the dimerization of rhodopsin was also observed in the detergent micelles of n-dodecyl-β-D-maltoside (DDM) [141]. In addition, the higher order
oligomers were formed in detergent micelles of n-tetradecyl-D-maltoside and n-hexadecyl-D-maltoside [142]. The photoactivation of monomer or dimer of rhodopsin are found to be capable of further activating the G protein, transducin. However, the transducin activation is rapid when rhodopsin is in the form of organized dimers or higher order oligomers [142]. Therefore, the quaternary structure of rhodopsin is a crucial aspect for signaling G protein, transducin [139, 141–143].

Small-angle scattering (SAS) is an appropriate technique to study the macromolecular structures in solution [59, 144, 145]. SAS is not the high-resolution method like diffraction [146], however it is a very useful technique that complements the higher resolution methods [59, 61, 147, 148]. Small-angle X-ray scattering (SAXS) and small-angle neutron scattering (SANS) can probe the macromolecular structures in solution at the resolution of a nanometer
They are widely used for the study of biomolecules, which are very hard to crystallize such as membrane proteins. SAXS is very robust in data collection due to its bright intensity, whereas SANS requires longer data collection time with good statistics because of its low intensity. In contrast to SAXS, SANS is very useful in studying the multi-component structures in solution. Since hydrogen and its isotope deuterium have very different coherent scattering cross-sections for neutron, each component in solution can be studied separately by varying H\textsubscript{2}O/D\textsubscript{2}O proportion, a method called contrast match. On the other hand, SAXS considers the uniform electron density from the protein-detergent complex (PDC), therefore it is difficult to differentiate the scattering signal from free detergent micelles, detergent molecules, corona formed by detergent around protein and the protein molecules in the complex macromolecular solution. Thus, SAXS is not a suitable technique for the study of protein structure in PDC. On the other hand, membrane protein structure can be studied in PDC by SANS contrast match method, where the signal from the detergent molecules and free detergent micelles can be ruled out by varying H\textsubscript{2}O/D\textsubscript{2}O proportion in solution. Therefore, here we used SAXS to study the structure of detergent micelles and PDCs, whereas the protein structure in PDCs was studied using contrast match SANS technique.

Previous SANS and SAXS studies of rhodopsin could not provide the information regarding the conformational change in rhodopsin activation. Using contrast match SANS technique, we reveal the conformational change in detergent-solubilized rhodopsin mimicking the native membrane-like environment under physiological conditions. We used two different types of detergent in solution, zwitterionic 3-[(3-cholamidopropyl) dimethylammonio]-1-propanesulfonate (CHAPS) and non-ionic DDM having critical micellar concentration
(CMC) 8 mM and 0.17 mM respectively to solubilize and stabilize rhodopsin [160] and further investigate the conformational change in rhodopsin upon photoactivation. Both detergents are considered to be suitable for the structural studies of membrane proteins [161]. We observed the activation leads to the expansion of rhodopsin conformation, which is consistent with the previous studies of rhodopsin activation [127, 130, 139–141]. Moreover, the activation of rhodopsin takes place in higher order oligomeric form, where we observed the densely packed ensemble of two dimers, forming tetramers. The activation of rhodopsin in higher order oligomeric form suggests that the conformational expansion of rhodopsin entropically favors the more open configuration for binding G protein [130, 140–142]. These results indicate that the quaternary structure of rhodopsin is crucial for the rapid signaling of the G protein, transducin. This experiment impacts the further insights to the GPCR activation mechanism, crucial for understanding signal transduction across the biological membranes.

4.2.2 Materials and methods

Sample preparation

The detergent-solubilized rhodopsin samples using detergents CHAPS and DDM were prepared according to the protocol in reference [162] for small-angle scattering experiments. Furthermore, each protein-detergent samples were prepared with certain H$_2$O/D$_2$O proportion such that solvent scattering length density (SLD) was matched with that of detergent for SANS experiment. Also, the corresponding buffers with same H$_2$O/D$_2$O proportion without protein and detergent were prepared for background subtraction. The dark state (DS) rhodopsin was prepared in completely dark room using red dim light ($\lambda_{max} < 680$ nm) at biochemistry lab of High Flux Isotope Reactor (HFIR), which was then put into the banjo
cell surrounded by the green LEDs (for activation) wired to the switch that can be turned on/off remotely. The use of red dim light cannot activate rhodopsin and has been often used for rhodopsin extraction and purification [163]. On the other hand, the photobleaching of rhodopsin with green LED light of 515 nm wavelength activates to form metarhodopsin-II [164]. The whole sample cell along with green LEDs was wrapped with aluminum foil to prevent any ray of light reaching the sample and loaded into the sample chamber for SANS measurements (note: aluminum is transparent to neutrons). The light activated state (LAS) of rhodopsin was achieved by photobleaching the sample with green actinic light source surrounding the sample.

**Small-angle scattering measurements**

SAXS experiment was performed at beamline X9, National Synchrotron Light Source-I (NSLS-I), Brookhaven National Laboratory (BNL) [165]. The SAXS measurements were done to characterize the structure of detergent micelles and PDCs. The data from two detector configurations were combined to cover the $q$-range of 0.008 - 1.75 Å$^{-1}$, with overlapping data between 0.005 Å$^{-1}$ and 0.210 Å$^{-1}$ at 14.1 keV incident energy, sufficient for biological solution. On the other hand, the SANS data of PDCs were measured, where the detergent SLD was contrast matched with that of solvent varying H$_2$O/D$_2$O ratio such that the data after subtracting the corresponding buffer provided the signal from protein only. SANS experiment was performed at Bio-SANS instrument, High Flux Isotope Reactor (HFIR), Oak Ridge National Laboratory (ORNL) [166]. The data were measured at 15 °C using 1 mm path length quartz cells from the protein concentration of $\sim$6 mg/mL, where detergent to protein ratio were 150:1 for CHAPS-rhodopsin complex and 200:1 for DDM-rhodopsin complex in solution. Scattered neutrons were collected with a 1 m by 1 m two-dimensional
Figure 4.3: Bio-SANS instrument at High Flux Isotope Reactor (HFIR), Oak Ridge National Laboratory (ORNL).

(2D) position-sensitive detector with 192 by 192 pixel resolution. The data in the $q$-range of $0.008 \text{ Å}^{-1} - 0.152 \text{ Å}^{-1}$ and $0.024 \text{ Å}^{-1} - 0.737 \text{ Å}^{-1}$ were measured from the sample to detector distance of 6 m and 30 cm respectively, with overlapping data between $0.024 \text{ Å}^{-1}$ and $0.152 \text{ Å}^{-1}$. The measured 2D small-angle scattering data were corrected for detector pixel sensitivity, as well as the dark current, from ambient background radiation and the detector’s electronic noise. The reduced 2D data were azimuthally averaged to yield the 1D scattering intensity $I(q)$ vs. $q$, where $q$ is the scattering vector defined by Eq. 4.1,

$$ q = \frac{4\pi \sin \theta}{\lambda} \quad (4.1) $$
where $2\theta$ is the scattering angle and $\lambda$ is the X-ray/neutron wavelength.

**Small-angle scattering theory**

For a monodisperse solution of nearly spherical particles, the measured scattering intensity can be written as a function of momentum transfer $q$ given by [160],

$$I(q) = cP(q)S(q,c)$$  \hspace{1cm} (4.2)

where $c$ is the particle concentration, $P(q)$ is the form factor (also known as particle structure factor), and $S(q,c)$ is the solution structure factor. $P(q)$ corresponds to the orientationally averaged scattering profile of a single particle and can be computed from a structural model. $S(q,c)$ accounts for the particle interactions in solution and modifies the measured scattering profile at finite concentrations. The solution structure factor $S(q,c)$ modifies $I(q)$ most strongly at small momentum transfer $q$. $S(q,c)$ can in principle be computed, at least approximately, from solution theory. For weakly interacting particles at low enough concentrations, $S(q,c)$ is equal to unity and the scattering intensity is given by the particle form factor alone. In such case, the scattering intensity data can be fitted using the one or two component shape models for the particle form factor, $P(q)$. Furthermore, in the limit that interparticle correlations are negligible, the scattering intensity for very low momentum transfer $q$ is given by the Guinier approximation as expressed below [59, 160],

$$I(q) \approx I(0)e^{-R_g^2q^2/3}$$  \hspace{1cm} (4.3)

where $I(0)$ is the forward scattering intensity, which is the shape-independent function of
the total scattering power of the sample and \( R_g \) is the radius of gyration. The linear fit of \( \ln I(q) \) vs. \( q^2 \), also known as Guiner plot provides \( R_g \) and \( I(0) \) from the slope and y-intercept, respectively. The Guiner approximation is only valid for small \( q_{max} R_g \), such that \( q_{max} R_g \leq 1.3 \) (in theory). In addition, the pair distance distribution function, \( P(r) \) can be calculated using the indirect Fourier transform of measured \( I(q) \). The scattering profile of dilute monodisperse solution may be written in terms of the pair distance distribution function, \( P(r) \) with \( D_{max} \) as the maximum intramolecular distance, given by Eq. 4.4,

\[
I(q) = \int_0^{D_{max}} P(r) \frac{\sin(qr)}{qr} dr \tag{4.4}
\]

\( P(r) \) provides the approximate shape and size of the monodisperse particle in solution. Moreover, the theoretical SANS intensity profiles were calculated using the package CRYSON in ATSAS program [167] using the known protein data bank (PDB) structures 1F88 and 3PQR for DS and LAS of rhodopsin, respectively. Furthermore, the fitting of SAXS intensity profiles of detergent micelles with theoretical model were done using a program SasView to calculate the geometric shape and size. The ellipsoidal model (one component) as expressed in Eq. 4.5 is used to fit the SAXS intensity profile of CHAPS micelle.

\[
I(q) = \frac{c}{V} \left[ \frac{3 \Delta \rho V \sin(qr) - qr \cos(qr))}{(qr)^3} \right]^2 + \text{Background} \tag{4.5}
\]

where

\[
r(R_a, R_b, \alpha) = (2R_b \sin2\alpha + 2R_a \cos2\alpha)^{\frac{1}{2}}
\]
where $c$ is scale factor, the angle between the axis of the ellipsoid and scattering vector is represented by $\alpha$, $\Delta \rho$ is the scattering length density difference between particle and the solvent, whereas the ellipsoid volume is $V$, and $R_a$ and $R_b$ are the radii along and perpendicular to the rotation axis, respectively. Moreover, the SAXS intensity profiles of DDM micelle and PDCs are fitted with core-shell ellipsoidal model given by,

$$I(q) = \frac{c}{V_s} \left[ 3V_c (\rho_c - \rho_s) \frac{(\sin(q r_c) - q R_c \cos(q r_c))}{(q r_c)^3} + 3V_s (\rho_s - \rho_{solv}) \frac{(\sin(q r_s) - q r_s \cos(q r_s))}{(q r_s)^3} \right]^2 + \text{Background}$$

(4.6)

where

$$r_c(R_c^c, R_c^b, \alpha) = (2R_b^c \sin 2\alpha + 2R_a^c \cos 2\alpha)^{\frac{1}{2}}$$

and

$$r_s(R_s^s, R_s^b, \alpha) = (2R_b^s \sin 2\alpha + 2R_a^s \cos 2\alpha)^{\frac{1}{2}}$$

Here, $V_s$ is the volume of the outer shell, and $V_c$ is the volume of the core. $R_a^c$ and $R_b^c$ are the core radii along and perpendicular to the rotation axis, respectively. $R_a^s$ and $R_b^s$ are the shell radii along and perpendicular to the rotation axis, respectively. $\rho_s$ is the shell SLD, $\rho_c$ is the core SLD, and $\rho_{solv}$ is the solvent SLD. The quality of fitting is determined by converging towards the least value of reduced chi-square ($\chi^2$), where

$$\chi^2 = (1/N) \Sigma \left( I_{exp}(q) - I_{model}(q) \right)^2 / (\sigma^2),$$

where $N$ is the number of free parameters and $\sigma$ is the uncertainty (or standard deviation) of the data.
4.2.3 Results and discussions

Conformational stability of detergent-solubilized rhodopsin in solution

At first, SAXS measurements were performed to study the shape and size of detergent

(CHAPS and DDM) micelles in the absence of protein (rhodopsin) having hydrophobic tail
and hydrophilic head groups [160]. The SAXS intensity profiles of CHAPS and DDM micelles
are shown in Fig. 4.4 A and D respectively, where the second maximum in DDM micelle
data indicates the characteristic head group due to huge contrast in SLD between the head
and tail groups. However, no such maximum is observed in CHAPS micelle intensity since
there is no contrast in SLD between head and tail groups. Using Guinier approximation,
as shown in insets of Fig. 4.4 A and D, $R_g$ values of CHAPS and DDM micelles were de-
termined to be $16.2 \pm 0.1 \text{ Å}$ with $q_{\text{max}}R_g = 1.29$ and $32.7 \pm 0.3 \text{ Å}$ with $q_{\text{max}}R_g = 1.28$,
respectively. Moreover, assuming the monodisperse particles in solution, the corresponding pair distance distribution function, \( P(r) \) of CHAPS and DDM micelles were calculated, which are shown in Fig. 4.4 B and E respectively. Clearly, there exist only one maximum peak in calculated \( P(r) \) at 18 Å from CHAPS data, which corresponds to the approximate size of nearly spherical CHAPS micelle indicating only one component system. Thus, the scattering intensity was fitted with one-component ellipsoidal model (Eq. 4.5) as shown in Fig. 4.4A to determine the exact shape and size of the CHAPS micelle and the corresponding schematic diagram is shown in Fig. 4.4C. CHAPS micelle is found to have prolate ellipsoidal structure. On the other hand, in DDM, the two distinct maxima are observed in the calculated \( P(r) \) at 12 Å and 47 Å corresponding to the two components system, where the former and latter size indicate the spacing of outermost head group (shell) from the core of the micelle and approximate dimension of DDM micelle, respectively. Therefore, the SAXS intensity of DDM micelle was fitted with two-component core-shell ellipsoidal model (Eq. 4.6) as shown in Fig. 4.4D with corresponding schematic diagram in Fig. 4.4F. The free micelle of DDM has oblate ellipsoidal structure. The calculated \( R_g \) and fitted model parameters from CHAPS and DDM micelles are consistent with previously published SAXS and SANS results [160, 168], and are listed in Table 4.1.

The real challenge for the study of membrane proteins like rhodopsin is that they are insoluble in aqueous buffers due to their hydrophobic regions [53, 55, 56, 151, 160]. They require amphiphilic molecules like detergents having hydrophilic head groups and hydrophobic tail groups, which maintain the native protein conformation avoiding the aggregation [53, 160, 169]. Therefore, detergent micelles play a major role in biochemical and biophysical studies of membrane proteins. Many detergents are widely used for the extraction and
Figure 4.5: SAXS intensity profiles of rhodopsin-DDM complex at various detergent to protein ratio. The solid red curves are the fitting of SAXS profiles by core-shell ellipsoidal model (Eq. 4.6).

purification of membrane proteins, and further used for the structural and functional characterization [170]. Specifically, detergent acts as artificial lipid bilayers because of their self-assembling properties, which helps to solubilize and stabilize membrane proteins in solution. In addition, such detergent molecules are bound to the membrane protein forming different possible binding structures such as micellar binding, monolayer binding, or prolate ring that help to preserve the native conformation of membrane proteins. In other words,
the detergent molecules form a corona around the hydrophobic transmembrane region of the protein with polar head groups facing the aqueous solution [53]. In the past years, various detergent solutions were extensively used in structural biology of membrane proteins that are hard to crystallize in laboratory. Earlier structural study of rhodopsin free from lipid in the presence of polyoxyethelene alcohol detergents indicate that hydrated rhodopsin have an elongated shape with the hydrophobic part at the center that prevents any hydration layer or segment to go through the protein [56]. This region is dense and attractive to the detergents. The detergent orientation is asymmetric compared to the protein. In other study with non-ionic dodecyl(dimethylamine oxide (DDAO) detergent [55], a cylindrical shape was assumed for rhodopsin, which is homogeneously hydrated and placed itself perpendicular to the membrane stretching the lipid-bilayer evenly, while Ramakrishnan et al. proposed the model of inverted lipids micelle (in hexane) covering the protein whose hydrophobic region acts as the cross-linker [171].

The effect of buffer and its subtraction in the solution scattering experiment is always crucial. In addition, for the study of PDC in solution, subtracting the signal of free detergent micelle becomes more strenuous job. Thus, the study of solution scattering from PDC requires addition SAXS data of detergent containing buffer solution, which we discussed above. We found the difference between the reduced data using detergent containing buffer solution and detergent free buffer solution, as background, is negligible. To estimate the negligible free detergent micelle effect different ways were used. As we have pointed out, the effect of empty detergent micelle can play a critical role in deducing the PDC scattering intensity. Estimating the amount of empty micelle is important because of its possible over or under estimation. We examined the idea of Lipfert et al. in our work [156, 160]. Effectively, the
Figure 4.6: Guinier analysis of rhodopsin-DDM complex at various detergent to protein ratio. The solid red lines are the Guinier fits.

The goal is to get an upper and lower bound of the PDC signal. The upper bound is estimated by the ratio of empty micelle and the difference in PDC from buffer intensity, weighted by their respective concentrations. Its smaller value indicates small micelle concentration in the complex and weaker signal due to free detergent micelle compared to the PDC. On the other hand, calculating the same way but using the intensity difference between the PDC and the micelle draws the lower bound. In case, where free micelle scattering is low compared to PDC, the two limits are very close. We have examined that in our work detergent free
buffer solution and detergent signal both are very low in intensity compared to the scattering intensity from the PDC. Also, from the comparison of the troughs between bulk detergents and PDC signals, a bigger shell dimension in the complex is noted with much higher intensity indicating little free micelle effect. And only as we increase the detergent ratio in the complex, the fitting gets slightly deviated in the trough region indicating a possible smearing effect and polydispersity due to possible formation of few free detergent micelles in solution. The comparison of SAXS intensities calculated by subtracting the signal of only buffer, and
Figure 4.8: SAXS intensity profiles of rhodopsin-CHAPS complex at various detergent to protein ratio.

Buffer plus detergent from PDC for rhodopsin-DDM complex are shown in Fig. in appendix A. Such plots clearly demonstrate that the intensity of buffer and buffer plus detergent is much low compared to that of PDC.

In Figs. 4.5 and 4.8, the SAXS intensity profiles are shown for rhodopsin-DDM and rhodopsin-CHAPS complexes at various detergent to protein ratio and the respective Guinier analysis are shown in Figs. 4.6 and 4.9. Clearly, the SAXS data of rhodopsin-DDM complexes at high detergent to protein ratio show that the detergent molecules prevent rhodopsin from aggregation. But, at lower detergent to protein ratio (80:1), the sharp upturn at low $q$ data indicates the possible aggregation of rhodopsin in solution due to lack of detergent molecules required for forming corona around the protein molecules. This claim is validated by the $R_g$ values calculated from Guinier analysis of rhodopsin-DDM complexes, where the sample of 80:1 has the largest value of $R_g$, almost double than the rest of the higher DDM to rhodopsin ratio samples (125:1, 150:1, 200:1 and 400:1). Next, we also fit the SAXS data
Figure 4.9: Guinier analysis of rhodopsin-CHAPS complex at various detergent to protein ratio. The solid red lines are the Guinier fits.

of rhodopsin-DDM complexes with shape model, core-shell ellipsoid (Eq. 4.6) to estimate to approximate shape and dimensions of PDC. This model fit is shown by the solid red curves in Fig. 4.5. The theoretically estimated values of SLDs for solvent (H₂O), DDM and rhodopsin are 9.43×10⁻⁶ Å⁻², 11.13×10⁻⁶ Å⁻² and 10.00×10⁻⁶ Å⁻² respectively. At first, the SLD value of solvent was fixed for fitting the data. On the other hand, the SLD values of DDM and rhodopsin were allowed to float since fixing their values could not get the best fit results. In all the cases, the calculated value of SLD of rhodopsin was very close to 10.1×10⁻⁶
Table 4.1: Guinier analysis of CHAPS micelle, DDM micelle and PDCs from SAXS data.

<table>
<thead>
<tr>
<th>Sample</th>
<th>( R_g ) (Å)</th>
<th>( R_g Q_{max} )</th>
<th>( Q_{max}/Q_{min} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>CHAPS micelle</td>
<td>16.2±0.1</td>
<td>1.29</td>
<td>2.5</td>
</tr>
<tr>
<td>DDM micelle</td>
<td>32.7±0.3</td>
<td>1.28</td>
<td>2.5</td>
</tr>
<tr>
<td>CHAPS:rhodopsin</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>50:1</td>
<td>40.2±0.4</td>
<td>1.28</td>
<td>2.1</td>
</tr>
<tr>
<td>145:1</td>
<td>40.4±0.4</td>
<td>1.29</td>
<td>2.1</td>
</tr>
<tr>
<td>225:1</td>
<td>18.4±0.3</td>
<td>1.21</td>
<td>2.1</td>
</tr>
<tr>
<td>260:1</td>
<td>19.3±0.3</td>
<td>1.27</td>
<td>4.4</td>
</tr>
<tr>
<td>450:1</td>
<td>15.0±0.5</td>
<td>1.29</td>
<td>5.7</td>
</tr>
<tr>
<td>DDM:rhodopsin</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>80:1</td>
<td>83.9±1.4</td>
<td>1.3</td>
<td>2.7</td>
</tr>
<tr>
<td>125:1</td>
<td>40.2±0.3</td>
<td>2.18</td>
<td>1.7</td>
</tr>
<tr>
<td>150:1</td>
<td>49.8±0.5</td>
<td>1.28</td>
<td>2.1</td>
</tr>
<tr>
<td>200:1</td>
<td>46.6±0.4</td>
<td>1.30</td>
<td>1.9</td>
</tr>
<tr>
<td>400:1</td>
<td>49.2±0.5</td>
<td>1.28</td>
<td>1.7</td>
</tr>
</tbody>
</table>

Å⁻², which gave the minimum \( \chi^2 \) goodness of fit. Therefore, we fixed the SLD of rhodopsin and solvent both and allowed other parameters to float. The model fit parameters as listed in Table 4.2 confirm that DDM molecules form a belt of corona around rhodopsin, which solubilize and stabilize rhodopsin in aqueous solution as shown in schematic diagram of Fig 4.7. Similarly, SAXS intensities from rhodopsin-CHAPS complex also shows the consistent results to that of rhodopsin-DDM complex. At low CHAPS to rhodopsin ratio (50:1 and 145:1), rhodopsin aggregates, which can be observed from the huge upturn at low \( q \) data and the Guinier analysis. But, at higher CHAPS to rhodopsin ratio (225:1, 260:1 and 450:1), detergent molecules form a shell around the protein, as indicated by the second maximum at
Table 4.2: Model fit parameters for detergent micelles and PDCs.

<table>
<thead>
<tr>
<th></th>
<th>$R_a$</th>
<th>$R_b$</th>
<th>Core SLD</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(Å)</td>
<td>(Å)</td>
<td>(Å$^{-2}$)</td>
</tr>
<tr>
<td>CHAPS</td>
<td>39.9±0.2</td>
<td>12.7±0.1</td>
<td>11.5×10$^{-6}$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>$R_a^c$</th>
<th>$R_b^c$</th>
<th>$R_a^s$</th>
<th>$R_b^s$</th>
<th>Core SLD</th>
<th>Shell SLD</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(Å)</td>
<td>(Å)</td>
<td>(Å)</td>
<td>(Å)</td>
<td>(Å$^{-2}$)</td>
<td>(Å$^{-2}$)</td>
</tr>
<tr>
<td>DDM</td>
<td>34.1±0.6</td>
<td>12.2±0.2</td>
<td>37.3±0.3</td>
<td>27.0±0.2</td>
<td>7.9×10$^{-6}$</td>
<td>12.5×10$^{-6}$</td>
</tr>
<tr>
<td>DDM Rhodopsin Complex</td>
<td>315.2±0.5</td>
<td>12.0±0.1</td>
<td>280.0±0.5</td>
<td>31.5±0.1</td>
<td>10.1×10$^{-6}$</td>
<td>7.9×10$^{-6}$</td>
</tr>
<tr>
<td>80:1</td>
<td>49.1±0.1</td>
<td>11.0±0.1</td>
<td>48.0±0.1</td>
<td>30.0±0.1</td>
<td>10.1×10$^{-6}$</td>
<td>8.4×10$^{-6}$</td>
</tr>
<tr>
<td>125:1</td>
<td>67.0±0.1</td>
<td>12.0±0.1</td>
<td>61.0±0.1</td>
<td>29.2±0.1</td>
<td>10.1×10$^{-6}$</td>
<td>7.9×10$^{-6}$</td>
</tr>
<tr>
<td>150:1</td>
<td>52.6±0.5</td>
<td>17.1±3.0</td>
<td>52.6±5.3</td>
<td>27.0±1.7</td>
<td>10.1×10$^{-6}$</td>
<td>5.3×10$^{-6}$</td>
</tr>
<tr>
<td>200:1</td>
<td>57.5±0.4</td>
<td>18.4±0.3</td>
<td>57.0±0.4</td>
<td>26.0±0.2</td>
<td>10.1×10$^{-6}$</td>
<td>3.1×10$^{-6}$</td>
</tr>
</tbody>
</table>

$q \sim 0.22$ Å$^{-1}$. However, the small values of $R_g$ (close to the $R_g$ value of free CHAPS micelle) suggest that there is a significant number of free CHAPS micelles in solution. Due to very strenuous shape of rhodopsin-CHAPS complex, none of the available theoretical shape model could fit the data.

According to the SAXS study of PDCs, we confirmed that DDM and CHAPS solubilize rhodopsin in aqueous solution, where the rhodopsin confirmation is found to be stable above certain detergent to protein ratio. Such detergent concentration is well above CMC. The second maximum in SAXS intensity of PDC clearly suggests detergent micelles form a corona around rhodopsin with hydrophobic tails facing inward to the rhodopsin, whereas polar detergent head groups interact with the water. Such complex prevents rhodopsin from aggregation and thus preserves the native conformation rhodopsin for its activity mimicking
the membrane-like environment. Further, the rhodopsin sample preparation for the study of conformational change upon activation is made based on the results from the SAXS study of PDCs, which is presented in the following section.

**Large conformational change in rhodopsin upon activation**

Rhodopsin was solubilized and stabilized in solution using detergents CHAPS and DDM to study its activation after photo-bleached with light source. In order to study the rhodopsin activation, the detergent surrounding rhodopsin was contrast matched varying D$_2$O/H$_2$O ratio in solution. The theoretically calculated scattering length densities of rhodopsin, DDM and CHAPS in order to find the contrast matched points are shown in Fig. 4.10. Since

![Graph showing theoretical values of scattering length densities (SLDs) of rhodopsin, DDM and CHAPS. The red dots represent the contrast match point for each of the cases with variation of D$_2$O/H$_2$O ratio in solution.](image-url)
CHAPS head and tail groups scatter almost identically for neutron, SLD of CHAPS micelle was matched with that of solvent using 17% of D_2O in solution such that scattering signal only from rhodopsin was measured after subtracting the subsequent buffer [160]. On the other hand, it is not possible to eliminate the signal from both DDM head and tail groups at the same time varying D_2O/H_2O content in solution due to huge contrast between their SLD values for neutron [160, 168]. Thus, SLD of average DDM micelle was matched with that of solvent using 18% of D_2O [151], whereas 35% of D_2O in solution matched the SLD of DDM head group and rhodopsin both. Therefore, the former measured the signal from DDM head group plus rhodopsin since the DDM tail groups were only contrast matched, whereas the latter measurement only contained the scattering signal from DDM tail group after the subtraction of subsequent buffers. The schematic diagram of contrast variation SANS experiment on PDCs are shown in Fig. 4.11.

SANS data were measured at two states of rhodopsin; the dark state (DS) rhodopsin, where the protein is in its inactive state with its conformation locked by inverse agonist 11-cis retinal and the light activated state (LAS), where the rhodopsin conformation is expanded due to isomerization of 11-cis retinal to all-trans retinal that further activates the G protein transducin. Such expansion takes place due to outward tilting of the cytoplasmic end of helix 6 (H6) by 7.7 Å and the elongation of helix 5 (H5), known as Metarhodopsin II [127]. First, the SANS data were collected from the DS rhodopsin sample. After the measurement of DS of rhodopsin, the same rhodopsin sample was photo-bleached with green actinic light by turning on the switch remotely and the SANS data were collected from LAS. This approach was carried out on both rhodopsin-CHAPS and rhodopsin-DDM samples, where CHAPS micelle, DDM tail group and DDM head group plus rhodopsin were contrast
Figure 4.11: Schematic of contrast matched SANS experiment and the corresponding intensity profiles. The data are measured from rhodopsin in dark state (DS) and light-activated state (LAS), where the rhodopsin is stabilized using two detergents CHAPS and DDM. The data from protein-detergent complexes are measured using 17% and 18% D$_2$O such that scattering length density of detergent is matched with that of solvent. In this way, after the buffer subtraction, measured SANS intensity only contains the signals from protein (rhodopsin).

matched in each case. After the careful reduction of the raw SANS data taking into account of subsequent buffers, dark current, empty can, standard measurement (for absolute unit) and incoherent background, the corresponding SANS profiles from the samples in absolute unit (cm$^{-1}$) for DS and LAS rhodopsin are shown in Fig. 4.11 B, D and F. SANS data reflects no sign of aggregation of detergent-solubilized rhodopsin in solution. Fig. 4.11B corresponds to the SANS profiles from DS and LAS rhodopsin, where the CHAPS micelle was contrast matched. Clearly, a significant difference in SANS intensity profiles between
DS and LAS of rhodopsin at low $q$-values can be observed. In Fig. 4.11D, similar difference in the same $q$-range (as in case of rhodopsin-CHAPS sample) can be observed from rhodopsin-DDM with 18% D$_2$O sample, where the DDM head group was still present as indicated by the second maximum at $q \sim 0.15\ \text{Å}^{-1}$, close to the second maximum of SAXS profile of DDM micelle. However, it is obvious to note that there is no difference between DS and LAS scattering profiles from rhodopsin-DDM with 35% D$_2$O sample since only the signal from DDM tail group were measured, not from the rhodopsin. These results strongly confirm the difference in rhodopsin conformation upon photoactivation.

The quantitative analysis of SANS intensity profiles was carried out using Guinier approximation at low $q$-values, which provides the information regarding average size of the
monodisperse particle in solution. The Guinier fit to the SANS data derived the radius of gyration ($R_g$) for DS and LAS of rhodopsin in each of the PDC samples, which are shown in Fig. 4.12 A and B (Guinier plots). $R_g$ values of DS and LAS of rhodopsin in rhodopsin-CHAPS with 17% of D$_2$O sample were calculated as 41.3 ±1.3 Å and 50.0 ±1.5 Å, respectively. Similarly, $R_g$ values of DS and LAS of rhodopsin in rhodopsin-DDM with 18% of D$_2$O sample were calculated as 45.8 ±1.4 Å and 54.3 ±1.0 Å, respectively. Clearly, the difference in $R_g$ values between DS and LAS of rhodopsin is found to be ∼9 Å in both the samples, which is a huge change in rhodopsin conformation upon photoactivation. The slight higher $R_g$ value of rhodopsin as calculated from rhodopsin-DDM sample compared to rhodopsin-CHAPS may be due to coupling of SANS data from rhodopsin and DDM head group, where the signal from DDM head group could not be eliminated. Furthermore, the pair distance distribution function, $P(r)$ of DS and LAS of rhodopsin in PDC at contrast match point were calculated as shown in Fig. 4.12 C and D. $R_g$ values calculated from $P(r)$ fitting and Guinier analysis, agree well to each other as listed in Table 4.3. The calculated $P(r)$ curves are asymmetric indicating non-spherical shape of the monodisperse particle in solution similar to those previously reported for membrane proteins [172]. The calculated $P(r)$ of DS rhodopsin from rhodopsin-CHAPS with 17% of D$_2$O has a maximum peak nearly at 35 Å and the curve trails to a maximum particle dimension, $D_{max}$ ∼135 Å. Upon photoactivation, very small additional peak is observed nearly at 60 Å with $D_{max}$ ∼155 Å. On the other hand, $P(r)$ of rhodopsin-DDM with 18% of D$_2$O consists of two distinct peaks, where the first peak nearly at 10 Å (both in DS and LAS) indicates the DDM head group exactly similar to the one observed in DDM micelle and the second maximum peak, which represents the overall size of rhodopsin plus DDM head group, is nearly at 60 Å for DS rhodopsin with $D_{max}$ ∼120 Å.
Similar to the case of rhodopsin-CHAPS contrast matched sample, a very small additional peak next to second maximum nearly at 75 Å with $D_{max} \sim 175$ Å can be observed due to change in protein conformation upon photoactivation. Above analysis of SANS data clearly indicates that the rhodopsin conformation largely expands due to photoactivation, which is consistent with other crystallographic studies [123, 127]. Our results confirm the antagonist 11-\textit{cis} retinal locks the rhodopsin conformation in inactive state and upon activation protein conformation expands in membrane-like detergent environment. These results clearly indicate that the detergent micelles mimic the native environment to rhodopsin preserving the folded conformation, which makes it possible to study the activation mechanism of GPCR rhodopsin in artificial and controlled conditions.

Having observed the conformational change in rhodopsin due to activation of light, it is essential to understand the oligomeric state of rhodopsin in detergent solution both in inactive and active states. Here we found $R_g$ values of rhodopsin in DS and LAS to be 41.3 Å and 50.0 Å in rhodopsin-CHAPS solution respectively. However, the calculated values

<table>
<thead>
<tr>
<th></th>
<th>$R_g$ (Å)</th>
<th>Guinier analysis</th>
<th>P(r) analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Rhodopsin-CHAPS</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dark state</td>
<td>41.3±1.3</td>
<td>40.3±1.0</td>
<td></td>
</tr>
<tr>
<td>Light-activated state</td>
<td>50.0±1.5</td>
<td>50.3±0.7</td>
<td></td>
</tr>
<tr>
<td><strong>Rhodopsin-DDM</strong></td>
<td>(18% of D$_2$O)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dark state</td>
<td>45.8±1.4</td>
<td>44.3±0.4</td>
<td></td>
</tr>
<tr>
<td>Light-activated state</td>
<td>54.3±1.0</td>
<td>55.5±1.6</td>
<td></td>
</tr>
</tbody>
</table>
Figure 4.13: Theoretical SANS intensity profile calculation using known protein data bank (PDB) structures. (Top) PDB 1F88 - dark state rhodopsin (black) and PDB 3PQR - light-activated rhodopsin (green). (Bottom) Theoretical SANS profile of dark state rhodopsin at different oligomeric forms: monomer (yellow curve), dimer (blue curve), trimer (cyan curve), and tetramer (magenta curve). The red curve is generated from the tetramer of light activated structure of rhodopsin. Rhodopsin tetramer structure in dark and light activated states best fit the experimental SANS profile.

of $R_g$ of monomeric rhodopsin in DS (PDB 1F88) and LAS (PDB 3PQR) using CRYSON are 22 Å and 23 Å respectively, which is much smaller than the calculated values from our SANS measurements. These calculations clearly suggest the oligomerization of rhodopsin in detergent solution, which is consistent to the reported observation in native membrane [130, 139, 140, 142]. Further theoretical analysis of rhodopsin in dimer, trimer and tetramer forms using CRYSON suggest that the DS and LAS of rhodopsin is in good agreement with the tetrameric state (two densely packed dimers), which has $R_g$ values of 42 Å and 51
Å respectively, consistent with the experimental $R_g$ values calculated from SANS intensity profiles of DS and LAS rhodopsin in rhodopsin-CHAPS complex (17% D$_2$O). The tetramer of DS (1F88) and LAS (3PQR) of rhodopsin are shown in Fig. 4.13 top panel. The fitting of experimental SANS curves of rhodopsin-CHAPS (17% D$_2$O) with the theoretical SANS curves of monomer, dimer, trimer and tetramer generated through CRYSON are shown in Fig. 4.13 bottom panel and the $R_g$ values are listed in the Table 4.4 with corresponding reduced-$\chi^2$ values. We could not calculate the theoretical SANS profiles for rhodopsin in rhodopsin-DDM complex since the experimental SANS profile includes the scattering signal from rhodopsin plus DDM head groups, which is cumbersome to treat with for generating the theoretical SANS profiles.

The oligomerization of rhodopsin in native cell membrane and detergent solution is still a huge debated topic. However, several studies have confirmed that there is dimerization or higher order oligomerization of rhodopsin in native membrane and detergent environment [123, 139, 140, 142]. Previous work on the study of DS and LAS of rhodopsin in DDM at low detergent concentration reported the dimeric quaternary structure [142]. The dimerization

<table>
<thead>
<tr>
<th></th>
<th>$R_g$ (Å)</th>
<th>Reduced-$\chi^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Monomer (DS)</td>
<td>21.8</td>
<td>3.1</td>
</tr>
<tr>
<td>Dimer (DS)</td>
<td>27.8</td>
<td>1.8</td>
</tr>
<tr>
<td>Trimer (DS)</td>
<td>38.9</td>
<td>0.9</td>
</tr>
<tr>
<td>Tetramer (DS)</td>
<td>42.1</td>
<td>1.1</td>
</tr>
<tr>
<td>Tetramer (LAS)</td>
<td>51.3</td>
<td>1.1</td>
</tr>
</tbody>
</table>
of rhodopsin in the native disc membrane was also observed in the recent time-resolved wide-angle X-ray scattering measurements [130]. On the other hand, rhodopsin formed tightly bound dimers (or tetramer) in n-tetradecyl-β-D-maltoside and n-hexadecyl-β-D-maltoside solutions [142]. Such results indicate that the rhodopsin prefers the oligomeric state in native membrane. Since we used the detergents above their CMC with 150:1 and 200:1 detergent to protein ratio for CHAPS-rhodopsin and DDM-rhodopsin complexes respectively, it is expected to form higher order rhodopsin oligomers bound by detergent micelles. Clearly, the quantitative analysis of data suggests the formation of rhodopsin oligomers, both in DS and LAS, which is in good agreement with previously reported results using other techniques [139, 140, 142].

4.2.4 Conclusion

In summary, we report the activation mechanism of GPCR rhodopsin in detergent solution, which mimics the membrane-like environment. The study of PDCs using SAXS confirmed that the detergents CHAPS and DDM with their concentrations well above CMC are good enough to solubilize and stabilized rhodopin in aqueous solution. Moreover, SANS data clearly showed the conformational change in rhodopsin upon photoactivation in PDCs. The quantitative analysis of SANS result provides more intuitive and realistic mechanism of rhodopsin activation in membrane-like environment. We observed the calculated values of $R_g$ in inactive and active states differ by 9 Å, which is much larger than what has been reported from the earlier X-ray crystallography studies. These results clearly suggest the oligomerization (specifically two dimers densely packed to form a tetramer) of rhodopsin bound by the corona of detergent micelles, which is in good agreement to the previously reported results.
4.3 Ligand-induced protein dynamics of rhodopsin

4.3.1 Introduction

Protein dynamics [14, 18, 66] are the key to understanding the biological activities of pharmacologically important proteins such as G-protein-coupled receptors (GPCRs) [124, 129, 173, 174]. The conformational fluctuations of the protein upon extracellular stimulation lead to the activation of GPCRs in a cellular membrane lipid environment. X-ray crystallographic experiments [135] and recent time-resolved wide-angle X-ray scattering (WAXS) studies [130] conducted on the prototypical visual GPCR rhodopsin have revealed valuable information about the conformational changes that occur during activation. However, thus far little information is available regarding how the internal dynamics evolve during GPCR function [175, 176]. In this work, we used quasi-elastic neutron scattering (QENS) technique to study the changes in a GPCR mobility upon activation, using rhodopsin as a prototype.

Rhodopsin is a class A GPCR responsible for vision under dim-light conditions in vertebrates. It is the canonical prototype of the Rhodopsin family of GPCRs [129]. The chromophore 11-cis retinal locks the rhodopsin in the inactive dark state [177], and acts as an inverse-agonist by preventing the interaction with its cognate G-protein (transducin). Upon photon absorption, the 11-cis retinal isomerizes to all-trans, yielding rearrangement of the protein conformation due to two protonation switches [178]. The photoisomerization of retinal occurs within 200 fs, causing rhodopsin to undergo a series of multi-scale transitions [123, 179]. Currently, X-ray crystal structures are available for rhodopsin in the dark state [133, 136], as well as several freeze-trapped photointermediates [135, 137], including the ligand-free apoprotein opsin. In addition to solid-state NMR methods [175, 175, 179],
site-directed spin labeling (SDSL) has been extensively applied to study rhodopsin [132]. Here, we compared the protein dynamics of the dark-state rhodopsin to those of ligand-free opsin, which is structurally similar to active metarhodopsin-II. Both elastic and quasi-elastic neutron scattering [63] were utilized, with the aim of studying the functional protein dynamics that lead to transducin activation [179].

Intrinsic fluctuations of protein structures are due to a large number of conformational substates represented by a hierarchical (rough) energy landscape (EL) [18, 21], as discussed for globular proteins by Frauenfelder et al. [66]. The protein dynamics encompass a broad range of time scales, ranging from local motions (ps-ns) to collective domain motions (ns-µs) [14, 18, 180]. In analogy with glass-forming liquids, the short time dynamics (β-relaxations) include small amplitude local motions (e.g. side chains and methyl group rotations) whereas the long-time dynamics (α-relaxations) are due to collective protein motions of larger amplitude. To date, mainly globular proteins such as myoglobin [66] and lysozyme [74] have been studied with this approach. Experimentally, we prove that the EL concept is also valid for membrane proteins such as GPCRs and apply this concept in explaining the ligand-binding mechanisms of GPCR rhodopsin upon photoactivation. Notably, QENS can be used to study the relaxation dynamics of hydrogen atoms due to vibrations, relaxations, and rotations within the protein molecule [181, 182]. Advances in the QENS technique were exploited to probe the effect of the retinal cofactor on the dynamics of rhodopsin in the β-relaxation time range (ps-ns) crucial for its activation. Light-induced isomerization of the 11- cis retinal cofactor and the subsequent release of the chromophore unlock the intrinsic protein dynamics in the ligand-free opsin state, followed by interaction with the heterotrimeric G-protein (transducin). Our QENS experiments probed the hydrogen atom
dynamics in the $\beta$-relaxation range for the dark-state rhodopsin and ligand-free opsin. We discovered that the local relaxation dynamics in the opsin apoprotein are slower compared to the dark-state rhodopsin, which corresponds to the open conformation of opsin and thus more degree of freedom for the protein movement due to the removal of retinal cofactor [183].

4.3.2 Materials and methods

Sample preparation

Rhodopsin was extracted and purified from bovine rhodopsin disk membranes (RDMs) using a detergent 3-[[3 Cholamidopropyl] dimethylammonio]-1 propanesulfonate) (CHAPS), which is crucial for membrane protein sample preparation [162, 184]. A powdered membrane protein sample containing 73 % (w/w) of photochemically functional bovine rhodopsin and 27 % (w/w) of CHAPS was used for the neutron scattering experiment. A total of about 600 mg of the powdered rhodopsin was used to prepare a dark-state sample, and the photo-bleached ligand-free apoprotein opsin sample. Each of the samples was hydrated with D$_2$O ($h \sim 0.27$), and enclosed in aluminum foil to prevent exposure to light. Finally, each of the samples was inserted in rectangular aluminum sample holder for the neutron scattering experiment.

QENS measurements

The neutron scattering experiments were performed with the near-backscattering spectrometer (BASIS) at the Spallation Neutron Source (SNS) at Oak Ridge National Laboratory (ORNL) [63]. The BASIS measurements had an energy resolution of 3.4 $\mu$eV (HWHM for Q-averaged resolution value). The data analysis were conducted in the dynamic range of $\pm 100 \mu$eV in energy domain. The analysis in the time domain used the data collected from -120 to +520 $\mu$eV. EINS data were obtained by monitoring the elastic intensity determined
by the integration over a 3.4 \( \mu \text{eV} \) interval (HWHM of the elastic peak). The QENS data were collected over the temperature range 220 K - 300 K, and at 10 K to characterize the sample-specific energy resolution of the spectrometer.

4.3.3 Data analysis

The data analysis is similar to the one explained in section 3.3.

4.3.4 Results and discussion

*Mean-square displacements of hydrogen atoms of rhodopsin vs. opsin*

First, we employed elastic incoherent neutron scattering (EINS) [30, 39] to determine whether the dissociation of the retinal ligand from rhodopsin affects the protein flexibility. The mean-square displacement (MSD), denoted by \( < x^2(T) > \), is traditionally used as the index of “softness” or flexibility of globular proteins [42]. The calculated MSDs are plotted as a function of temperature in Fig. 4.14, for both dark-state rhodopsin and the ligand-free apoprotein, opsin. According to the plot, for rhodopsin versus opsin there is no major difference in hydrogen-atom MSDs of the samples within the measured temperature range. Notably, there is a sudden increase in the slope of the MSDs above the so-called dynamic transition temperature [116], \( T_D \approx 220 \text{ K} \), indicating an onset of rapid thermal fluctuations of the substates in both rhodopsin and opsin. This dynamical transition in hydrated proteins reveals the change in motion of the protein groups from harmonic to anharmonic behavior. Above \( T_D \) sufficient energy is acquired to move anhrmonically among the various substate potential wells. At this point, we can conclude that above \( T_D \approx 220 \text{ K} \) the membrane protein rhodopsin attains the conformational flexibility required to perform its biological function, which is cofactor-independent. In the following sections, we describe how the cofactor-dependent hydrogen dynamics are studied using the QENS technique.
Figure 4.14: Atomic mean-square displacements (MSDs) of hydrogen atom as a function of temperature in the dark-state rhodopsin (open black squares) and the ligand free apoprotein opsin (open green circles) are nearly identical and both show a dynamical transition $T_D \sim 220$ K. The inset shows the elastic incoherent neutron scattering (EINS) intensities for dark-state rhodopsin and opsin respectively.

**Diffusion motions in rhodopsin due to removal of retinal cofactor**

Next, we conducted QENS measurements on D$_2$O-hydrated ($h \sim 0.27$) dark-state rhodopsin and ligand-free apoprotein opsin, at temperatures ranging from $T = 220$ K to 300 K, with $Q$ ranging from 0.3 - 1.9 Å$^{-1}$. The measured QENS spectra for both rhodopsin and opsin are illustrated in Fig. 4.15 A and B, respectively, at nine different temperatures and momentum transfer $Q = 1.1$ Å$^{-1}$. The measured QENS intensity, i.e. the self-dynamic incoherent scattering factor $S_m(Q, \omega)$, shows increase in quasi-elastic broadening with temperature,
indicating faster ps-ns diffusive motions in the hydrogen atoms within protein molecules. In QENS, the elastic component (central peak) originates from the immobile atoms within the experimental energy (or time) window, and the quasi-elastic components (broadenings from the elastic central peak, or the resolution functions) are due to the spatial motion of the mobile atoms.

Using a classical approach of data analysis in energy domain, we are able to decouple

![Figure 4.15: Ligand-free opsin apoprotein shows slower hydrogen-atom dynamics compared to the dark-state rhodopsin. Left Panels: QENS spectra for dark-state rhodopsin and ligand-free opsin samples. (A) and (B) Normalized dynamic incoherent scattering function, $S_m(Q, \omega)$ from two samples respectively, at $Q = 1.1 \text{Å}^{-1}$ from 220 K to 300 K along with resolution. (C) and (D) Analysis of the QENS spectra at $Q = 1.1 \text{Å}^{-1}$ and $T = 300$ K, showing elastic scattering component (delta function shown as dark yellow line), quasi-elastic scattering components (two Lorentzians indicated by cyan line and magenta line), background (blue line), and the fitted curves (red line). (E) Comparison of the relaxation time ($\tau$) of dark-state rhodopsin and ligand-free opsin as a function of $Q$ for $T = 260$ K to 300 K in 10 K steps.](image)

the motions of the detergent (CHAPS) and protein (33). Fig. 4.15 C and D demonstrate
Figure 4.16: Full-width at half-maximum (FWHM) of Lorentzian ($2\Gamma_1$) of CHAPS component in different samples. (A) Dynamics of CHAPS in bulk CHAPS sample as functions of $Q$ at different temperatures ranging from 220 K to 300 K. (B) FWHM of CHAPS component in protein-CHAPS complex samples averaged over all $Q$-values, corresponding to decoupled CHAPS dynamics in these samples at different temperatures. Note that rhodopsin and opsin correspond to the dark-state and the ligand-free apoprotein obtained after light exposure, respectively.

By contrast, the FWHM of $L_2$ ($2\Gamma_2$) is much narrower and $Q$-dependent comparing to that of $L_1$ ($2\Gamma_1$). Thus, we can confidently attribute the faster CHAPS dynamics to $L_1$ and the slower protein dynamics to the $L_2$ component. Using this classical method of decoupling the
motions, we can then readily separate the dynamics of rhodopsin and the detergent CHAPS, which has been successfully applied in the analysis of previous QENS data [181, 185].

The energy domain analysis is summarized in Fig. 4.15E, where we plot the relaxation time $\tau$ for diffusive motion of the hydrogen atoms of rhodopsin and opsin versus $Q$ at temperatures between $T = 260$ K and 300 K. The relaxation time $\tau$ was calculated using the relation, $\tau = \hbar/2\Gamma_2$, corresponding to the diffusive motion. Our results show that the diffusive motion of the hydrogen-atoms is slower in opsin (reflected in larger $\tau$ values) compared to that of rhodopsin at all measured $Q$s and temperatures. In the $Q$ range from 0.5 Å$^{-1}$ to 0.9 Å$^{-1}$, the relaxation time of both states decreases with $Q$, due to diffusive motion of H-atoms. However, in the $Q$ range from 1.1 Å$^{-1}$ to 1.9 Å$^{-1}$, the relaxation time reaches its minimum value and is barely $Q$-dependent, indicating that the motion in the protein is localized in the length scale $\sim$6 Å. The analysis in energy domain gives us the initial
indication that the diffusive motion of the hydrogen atoms is slower in opsin compared to rhodopsin, prompting us to extend the analysis in the time domain, as we describe below.

Figure 4.18: Mode-coupling theory (MCT) analysis of QENS data in the time domain. Comparison of intermediate scattering function (ISF) denoted by \( I(Q,t) \) for dark-state rhodopsin and opsin at temperatures \( T = 260 \) K, 280 K, and 300 K for \( Q \)-values from 0.3 Å\(^{-1} \) to 1.9 Å\(^{-1} \) with a step of 0.2 Å\(^{-1} \). The solid lines in the panels are the fitted values to ISF with MCT in \( \beta \)-relaxation region of protein dynamics at the corresponding \( Q \)-values and temperatures.

**Application of mode-coupling theory to fathom the \( \beta \)-relaxation dynamics**

To further investigate the differences in hydrogen-atom motion in dark-state rhodopsin and the ligand-free apoprotein opsin, we evaluated the relaxation dynamics in the real-time domain. The inverse Fourier transform of the measured QENS data in energy domain yields the intermediate scattering function (ISF) as described in 3.3. The contribution of the detergent intensity was subtracted before the Fourier transformation according to our energy
domain analysis [186]. The ISF $I(Q,t)$ of H-atoms in rhodopsin and opsin is plotted at temperatures $T = 220, 250, 280$ K and $300$ K in Fig. 4.18 and 4.19 A and B at a series of $Q$-values.

From theoretical prediction, protein dynamics at different timescales can be approxi-

![Figure 4.19: Mode-coupling theory (MCT) analysis of QENS data in the time domain. (A) and (B) Intermediate scattering function $I(Q,t)$ of dark-state rhodopsin and opsin at $T = 300$ K at $Q$-values from $0.3 \text{ Å}^{-1}$ to $1.9 \text{ Å}^{-1}$ with $0.2 \text{ Å}^{-1}$ step. Solid lines are MCT fits to ISF in $\beta$-relaxation region of protein dynamics at various $Q$-values. (C) and (D) The first order decay parameter $H_1(Q,T)$ as a function of $Q$ for dark-state rhodopsin and opsin respectively.

mately divided into three groups (20, 35): (i) a short-lived Gaussian-like ballistic region due to vibrations; (ii) Fast dynamics in the $\beta$-relaxation region (ps-ns) governed by a logarithmic decay; followed by (iii) slow dynamics in the $\alpha$-relaxation region ($\mu$s-ms) governed by a
stretched-exponential decay. The correlation between dynamics and biological activity has been demonstrated on the \( \mu s \)-ms timescale, but fluctuations at the atomic level are much faster than this [21, 69, 70]. Our experimental results correspond to the \( \beta \)-relaxation region within the time window of ps to ns. Upon increasing temperature, the protein local dynamics become faster in both rhodopsin and opsin. Furthermore, there is a striking \( Q \)-dependence, showing the relaxation process varies within the different length scales in the sample (from Å up to nm). Notably, rhodopsin and opsin (both membrane proteins) demonstrate the characteristic of broadly distributed decay of ISF in the \( \beta \)-relaxation regime, previously observed only in aqueous soluble globular proteins [28, 74, 82].

Having observed the broadly distributed decay in the ISFs of both rhodopsin and opsin, we applied mode-coupling theory (MCT) to fathom the differences in \( \beta \)-relaxation (10-400 ps) dynamics for opsin versus rhodopsin. The MCT was originally developed to describe the complex dynamics in glass-forming liquids (40-42), but has been successfully used in predicting the decay rates in \( \beta \)-relaxation dynamics of globular proteins and other biopolymers [28, 29, 74, 82]. The ISFs with broadly distributed decay behavior can be fitted with an asymptotic expression derived from the MCT as given by Eq. 3.6.

In Fig. 4.20A, the opsin and the dark-state rhodopsin crystallographic structures [133] are compared. One could expect slower dynamics in opsin, because it is the more open conformation due to absence of retinal. The characteristic \( \beta \)-relaxation time \( \tau_\beta \) values from fitting the ISF (Eq. 3.6) are summarized in Fig. 4.20B. Notably, we observed longer \( \beta \)-relaxation times \( \tau_\beta \) for temperatures ranging from 220 K to 300 K, which suggests the ligand-free opsin structure is less flexible versus the dark-state rhodopsin. In the temperature range of 220 - 300 K, the \( \tau_\beta \) values of both rhodopsin and opsin follow an Arrhenius
behavior: $\tau_\beta = \tau_0 e^{E_a/RT}$, where R is the gas constant and $E_a$ is the average activation energy.

**Protein flexibility in visual signaling**

Protein flexibility and ligand binding is coupled to each other, and are usually described by different biophysical models [187]. In Fig. 4.20B, we plot a schematic free energy landscape (EL) model representing the rhodopsin activation process. The black curve models the free energy of ligand-binding rhodopsin. The red curve represents the free energy of ligand-free opsin. The free energy differences between different states contains many contributions, including the direct protein-ligand interactions, hydrophobic association and the conformational and vibrational entropy of the rhodopsin and all-trans retinal. The hierarchical ELs are reflected by the small fluctuations in the curves. This schematic picture explains the mechanisms of rhodopsin conformational change during the photo-activation.

One of the features of complex systems [22, 113] is highly non-exponential relaxation,

Figure 4.20: A schematic free energy model for the rhodopsin activation process. (A) Arrhenius plot of characteristic $\beta$-relaxation time ($\tau_\beta$) as a function of inverse temperature for dark-state rhodopsin and opsin. (B) Schematic free energy model representing the rhodopsin activation process.
which describes the energy landscape (EL) due to the many conformational substates with similar energies. The different basins of the EL give us a framework for understanding the conformational changes during a reaction, such as GPCR activation of the cognate G-protein. Because the fluctuations are thermally driven, temperature plays a major role [116]. At sufficiently low temperature, the individual protein molecules are trapped in various potential wells, where they undergo harmonic vibrations due to the conformational substates [181]. On the other hand, the higher energy barrier in opsin results in longer relaxation time in the ligand free opsin which is shown in Fig. 4.20B.

According to our experimental results, the dark-state rhodopsin structure is more flexible [130]. Following dissociation of all-trans retinal from the Schiff-base linkage, opsin is structurally similar to the active metarhodopsin-II [188]. Using QENS, we found that in the presence of 11-cis retinal, the protein has shorter relaxation time which prevents it to sample more conformational substates. Thus, the 11-cis retinal confines protein in an energetically less favorable conformation (frustration). Upon photoactivation, the 11-cis retinal isomerizes to all-trans, yielding greater flexibility of the protein than in ground-state rhodopsin. The increase in protein flexibility is crucial to subsequent binding and catalytic activation of the cognate G-protein (transducin), and is due to lack of stabilizing interactions between the retinal chromophore and the secondary structures involving the receptor binding pocket. The stabilizing forces in opsin are weaker compared to the dark-state rhodopsin, giving an increase in flexibility, consistent with an ensemble-activation mechanism of the visual GPCR rhodopsin [175, 176].

The influences of both temperature and hydration [34, 181, 189, 190] then allow one to further address the EL in terms of a hierarchical organization [66]. As the all-trans retinal
binds to the rhodopsin, the water molecules in the solvent shell surrounding the hydrophobic moieties of the ligand and binding site will be released to the bulk solvent and gain entropy, thereby the free energy of the dark-state rhodopsin is lower than opsin [187]. In addition, when binding to small but solvent-accessible hydrophobic cavities of rhodopsin, the disordered water molecules have a density much lower than the bulk water density, which therefore will increase the solvent free energy. Increased hydration upon light activation is fully consistent with recent MD simulations [191].

4.3.5 Conclusion

In summary, the QENS data from the dark-state rhodopsin and the ligand-free apoprotein, opsin, were analyzed in the energy domain by a classical approach to decouple the detergent and protein dynamics, and in the time domain by MCT, as originally formulated to describe the complex dynamics in glass-forming liquids [113]. With this combined approach, we show a larger and detailed picture about the ligand-induced protein dynamics. Significantly, MCT analysis of a membrane protein, rhodopsin, demonstrates the broadly-distributed rates similar to the one previously observed for globular proteins [74]. The light causes isomerization of 11-\textit{cis} retinal, which unlocks the intrinsic dynamics of the dark-state rhodopsin that are pivotal for the activation mechanism. Both energy and time domain analysis of the QENS data show that the dynamics of the ligand-free apoprotein, opsin (yielded after the photoactivation) are significantly slower compared to the dark-state rhodopsin, which is locked by 11-\textit{cis} retinal suggesting the open conformation and thus more degree of freedom for protein movement in opsin crucial for the activation of cognate G-protein (transducin) [177]. These results confirm the retinal cofactor influences the dynamics in the activation mechanism of a canonical prototype for the Rhodopsin (Family A) GPCRs.
Such change in protein dynamics due to the removal of retinal in opsin is necessary for the interaction between the rhodopsin GPCR and its cognate G-protein, yielding the catalytic activation of transducin. Our results are consistent with the regulation of protein structural dynamics by the retinal cofactor of rhodopsin. Furthermore, a schematic free-energy landscape picture explains our findings, which support the protein dynamics changes in the absence of the retinal cofactor due to the open conformation upon removal of the retinal. These findings pave the road to study the crucial dynamic behavior of other biologically important membrane proteins in the GPCR superfamily. An important question remaining for future research is whether active metarhodopsin-II yields results consistent with greater flexibility of the protein structure as compared to the apoprotein opsin due to the presence of all-trans retinal.
CHAPTER 5 COLLECTIVE MOTIONS IN PROTEINS

5.1 Role of phonons for enzyme-mediated catalysis in protein

5.1.1 Introduction

Proteins are the complex macromolecules that play a vital role in biological activities [10, 14, 18]. It has been well understood that they are the dynamic systems [192–194] showing the wide variety of internal motions from femtoseconds to milliseconds [18, 194] analogue to the supercooled liquids and glasses [21]. Several studies have shown that the slow binding and conformational changes in protein occurring in the time scale of few microseconds to milliseconds mainly contribute to the enzyme catalytic reactions [195]. However, in the past few years, there has been a substantial initiation to understand the role of fast motions in enzyme catalysis [11]. Specifically, the low-frequency intraprotein collective motions in biomolecules are of considerable interest since they are strongly coupled between the adjacent residues that are subjective to the protein conformations [196, 197]. They are similar to the boson peak in the glass-forming liquids due to collective excitations or density fluctuations as observed in inelastic neutron scattering (INS) experiments [198–201]. Although the proteins lack the long-range structural order compared to the solid crystals, the secondary structures, α-helices and β-sheets exhibit a significant fraction of higher-order structure that is stabilized by the weak bonds like hydrogen bond, van der Waals interaction, and salt bridges [202]. These structures in protein give rise to the low-frequency phonons that largely influence the stability and the flexibility of protein [196, 197, 203]. Furthermore, these harmonic fluctuations are the precursor for the enzyme catalysis in biomolecules [11, 204–206]. The low-frequency motions, which involve the weak force constants are more substantial than
the high-frequency motions due to the strong forces between the neighbouring molecules in proteins [203, 207]. However, these low-frequency motions are highly damped and short-lived (of the order of tens of femtoseconds) due to the large disordered and the crowded structures in protein [200, 208].

The idea of protein multi-dimensional free energy landscape (EL) has been very successful in explaining the role and importance of protein dynamics in biological activities [21, 68]. According to this theory, a large protein structure samples different conformations around the average structure forming the multi-dimensional free EL through available thermal energy, of the order of $k_B T$ per atom, where $k_B$ is the Boltzmann constant and $T$ is the absolute temperature. Such instantaneous conformations are called conformational substates (CSs) [19]. These CSs fluctuate rapidly in the femtoseconds to picoseconds time scale resembling the vibration of residues, side-chain rotations, or backbone movements. The energy barrier or activation energy ($E_a$) of such CSs is much smaller than $k_B T$. These rapid fluctuations in proteins, which make or break the covalent bonds, form hydrogen bonds and transfer hydride ions within the different functional groups are the foundation for the enhancement of decoupled slower domain motion responsible for enzyme catalysis [11]. One of the convincing aspects of the role of rapid structural fluctuations to enzyme catalysis is elucidated in the perspective article by S. D. Schwartz and V. L. Schramm [206]. They have revealed the enzymatic dynamic motion responsible for overcoming the chemical barrier to give the products. The experimental evidences are the hydride and proton transfer of lactate dehydrogenase and the complex reaction of purine nucleoside phosphorylase due to the significant bond loss, intermediate stabilization, group migration and bond formation in a single reaction coordinate [206]. A similar approach can be found in another perspective article by
S. Hay and N. S. Scrutton, where they revealed the notion of coupling between the fast motions and catalytic effect in the intrinsic chemical step [11]. The idea of such process is taken from the studies of quantum mechanical tunneling of hydrogen atom along with the classical approach of crossing the energy barrier in protein EL [11]. Further studies in this area can be found elsewhere [13, 195, 204, 205]. Therefore, the fast motions (femtoseconds - picoseconds) in proteins play a significant role in enzyme catalysis.

Lattice vibrations in solids and collective density fluctuations in amorphous materials, glasses or liquids have been well studied with INS and inelastic x-ray scattering (IXS) techniques [209, 210]. These are the highly resolving techniques for the precise investigation of highly damped collective modes and phonon dispersion in topologically disordered systems [208, 209]. IXS spectrometer has a rather broad and slowly decaying resolution function that is inept to resolve the low-frequency excitations, but very specific in measuring the high-frequency collective vibrational modes [200, 211]. On the other hand, INS experiment is considered as a suitable probe for investigating the low-frequency collective excitations because of the sub-millielectron volt (meV), narrow Gaussian-like resolution function [211]. Thus, here we use the coherent INS technique to study the low-frequency collective motions in perdeuterated green fluorescent protein (GFP). Since more than half of the atoms in biomolecules are hydrogen that has the largest incoherent cross-section for neutrons [50], INS from perdeuterated protein sample predominantly measures the collective (coherent) motions in the biomolecules. This is because the deuteration of protein incredibility minimizes the incoherent signals from the sample [212].

GFP is one of the proteins with different secondary structure compared to that of globular protein [32]. It consists of 238 amino acids with molecular mass of 27 kDa. The monomer
has 11 β-strands that form the β-barrel having the diameter and length of \( \sim 30 \, \text{Å} \) and \( \sim 40 \, \text{Å} \) respectively [213]. The central α-helix is located inside the β-barrel along with the fluorescent center of the molecule and the short helices form caps on each end of the cylinder, representing a new kind of protein fold, called β-can [213, 214]. It has very remarkable regular structure so that even the water molecules on the outside of the barrel form “stripes” around the surface of the cylinder [213]. Moreover, the regularity of the protein itself helps in stability and the resistance to the unfolding of protein [213]. The study of low-frequency intraprotein collective motions of structurally different GFP can be helpful in understanding the correlation among the protein conformations, motions, and enzymatic activities above and below the protein dynamic transition temperature, \( T_D \sim 220 \, \text{K} - 230 \, \text{K} \) [32].

The previous study on the fully deuterated GFP by coherent INS experiment concluded that the low-frequency vibrations are mainly contributed by the random or out-of-phase motions of β-strands [200]. It also suggested that the acoustic-like vibrations contribute only to the small fraction of coherent motion, which further decrease upon hydration[200]. Beside those remarks, our results are quite intriguing since we have observed for the first time to our knowledge, the low-frequency acoustic phonon propagation [215–218] in GFP. The existence of such acoustic phonons in proteins is the evidence of thermal energy carrier for crossing the conformational barrier necessary for enzyme catalysis despite inadequate available thermal energy. Furthermore, the apparent temperature and hydration dependence of the localized phonon modes due to the intraprotein collective vibrations in GFP are observed, where the latter one is due to the change in the local structure instigated by the presence of water molecules inside the β-barrels. Therefore, the localized phonons give an evidence of softening of protein with an increase in temperature, essential for biological activities.
5.1.2 Materials and methods

Sample preparation

The fully deuterated samples of green fluorescence protein (GFP) were prepared in bio-deuteration laboratory at Oak Ridge National Laboratory. GFP was extracted and purified according to the method described in the article [219]. The purified protein sample was exchanged in D$_2$O and lyophilized such that all the exchangable hydrogens were replaced by deuterium. The completely lyophilized and fully deuterated GFP was used as a dry GFP sample. The hydrated sample was prepared by exposing lyophilized GFP powder to D$_2$O vapor inside a glove-box in the presence of nitrogen. The final hydration level was made to 0.37 (i.e., 0.37 gram of D$_2$O per gram of protein). The dry and D$_2$O hydrated deuterated-GFP samples predominantly gives the coherent signal in the inelastic neutron scattering measurements.

Inelastic neutron scattering experiment

The dynamic coherent structure factor, $S(Q, E = h\omega)$ from dry and hydrated GFP protein samples were measured by inelastic neutron scattering (INS) spectrometer. The INS measurements were performed on a fine-resolution fermi chopper spectrometer, SEQUOIA at the Spallation Neutron Source (SNS), Oak Ridge National Laboratory (ORNL) [220]. The dynamic scan data were collected in the $Q$-range of 0.2 - 3.6 Å$^{-1}$ with the energy resolution of 0.2 meV. The energy transfer or the dynamic range was within ±30 meV depending upon the $Q$-values, appropriate for the detection of low-frequency collective excitations in protein samples. The data were fitted using the peak analysis software PAN in the package data analysis and visualization environment (DAVE) developed at NIST Center for Neutron
5.1.3 Results and discussion

**Structural change in GFP upon hydration**

The static structure factor is calculated from the integration of \( S(Q, E) \) over an energy range measured at each \( Q \)-value given by the relation, \( S(Q) = \int S(Q, E) dE \) in the \( Q \)-range of 2.0 - 3.6 \( \text{Å}^{-1} \) within protein secondary structure to measure the quality and structural features of the protein samples. Fig. 5.1 shows the static structure factor, \( S(Q) \) as a function of wave-vector transfer \( Q \), measured from the elastic intensity of fully deuterated dry and D\(_2\)O hydrated GFP with the hydration level of \( h \sim 0.37 \). Such hydration level forms at least a monolayer of heavy water around the protein [25] that slightly modifies the structure and triggers the dynamic transition [37]. The temperature dependence of the static structure factor in the dry and hydrated samples can be clearly observed above \( Q \sim 1.6 \text{ Å}^{-1} \), where the values of \( S(Q) \) decrease with increase in temperature. This indicates the increase in atomic or molecular fluctuations and thus the decrease in rigidity of the sample with the rise in temperature. The smaller peak in \( S(Q) \) at \( Q \sim 0.6 \text{ Å}^{-1} \) represents the distance between the secondary structures (i.e., central \( \alpha \)-helix and \( \beta \)-barrel strand, approximately equal to 10.5 Å) in dry GFP, which shifts to the smaller \( Q \) in the hydrated sample due to small expansion of \( \beta \)-barrel in order to accommodate the water molecules [200] (see Fig. 5.2 for the clear view). The prominent peak observed at \( Q_p \sim 1.4 \text{ Å}^{-1} \) in dry GFP corresponds to the spacing between the \( \beta \)-barrel strands [200] nearly equal to 4.5 Å. Upon hydration, this peak becomes broader and then shifts towards slightly higher \( Q \) value, \( Q_p \sim 1.6 \text{ Å}^{-1} \).

The additional broader peak in the dry sample at \( Q \sim 2.9 \text{ Å}^{-1} \) may represent the local structure in GFP, a fluorophore and the amino acid residues [213, 214], which flattens out
in the hydrated sample due to disruption in the local structure. These major peaks in both samples confirm the amorphous nature due to density fluctuations trapped by the structural features [221]. The comparison between the static structure factor of dry and hydrated GFP samples are shown in Fig. 5.2. It is interesting to note that the values of \( S(Q) \) of the dry samples are less than in hydrated samples from \( Q \) values 1.4 Å\(^{-1}\) to 3.6 Å\(^{-1}\) at all the measured temperatures. This is because the \( \beta \)-barrel accommodates the water molecules that cause the slight change in protein local structure and also stiffens the protein. However, the structure in the long wave-length limit \( Q < 1.4 \text{ Å}^{-1} \) is almost temperature and hydration independent. The significant changes in protein secondary and local structures above \( Q_p \) due to hydration and temperature further motivate to investigate the low-frequency intraprotein collective vibrational motions in GFP.

![Graph showing static structure factor for dry and hydrated GFP samples](image)

**Figure 5.1: Static structure \( S(Q) \) factor from dry and hydrated GFP samples.** The measured static structure factors of (A) dry GFP and (B) hydrated GFP as a function of wave-vector transfer \( Q \) at different temperatures from 150 K to 270 K.

 Glass-like low-frequency collective motion
Figure 5.2: Comparison of static structure factor $S(Q)$ of dry and hydrated GFP samples at $T = 150$ K, 180 K, 210 K, 270 K.

The measured INS spectrum $S_m(Q, E = \hbar \omega)$ (also known as the dynamic coherent structure factor) consists of the central elastic peak and the inelastic side peaks, which is broadened by the instrumental resolution function $R(Q, E)$. The fitting function, that is modeled with the sum of the delta function for the central elastic peak and the damped harmonic oscillator (DHO) function for the inelastic side peaks (corrected with the detailed balanced factor $g(E)$), is convoluted with the instrumental resolution function along with the constant background ($A \cdot E + B$) to fit the INS spectra from the protein samples and is expressed
below as:

\[ S_m(Q, E) = \left[ I_0(Q) \delta(E) + g(E)I_1(Q) \frac{\Gamma(Q)}{\pi} \left\{ \frac{1}{(E - \omega(Q))^2 + (\Gamma(Q))^2} - \frac{1}{(E + \omega(Q))^2 + (\Gamma(Q))^2} \right\} + (A \cdot E + B) \right] \otimes R(Q, E) \] (5.1)

where \( I_0(Q) \) and \( \delta(E) \) are the elastic intensity and delta function respectively in the elastic component, and \( I_1(Q), \Omega(Q) \) and \( \Gamma(Q) \) are the inelastic intensity, excitation energy, and damping factor respectively of DHO function for collective phonon excitations. Also, the Bose thermal factor \( g(E) \) for the temperature-dependent correction in DHO function [222] is given by,

\[ g(E) = \frac{1}{1 - \exp(E/k_B T)} \] (5.2)

where \( k_B \) is the Boltzmann constant and \( T \) is the absolute temperature. The DHO function has been successfully implemented to study the Brillouin-like inelastic side-peaks in liquids [211, 222–224] and amorphous materials [221] including biomolecules [215–217, 225–227].

In Fig. 5.3, the contour plot of measured INS spectra at \( T = 150 \) K and 270 K from the dry and hydrated GFP samples are shown, while the fitting of \( S_m(Q, E = \hbar \omega) \) using Eq. 5.1 at the wave-vector transfer \( Q = 0.64 \) Å\(^{-1} \) are presented in the insets of each of the panels. Clearly, in the insets, the Brillouin side-peaks of DHO are observed (shown by the magenta dashed lines) at the energy position (\( \Omega = \hbar \omega \)) that indicates the excitation energy of the collective modes. The open squares and triangles represent the dispersion curves (\( \Omega \) vs. \( Q \)) of the low-frequency intraprotein collective vibrations at \( T = 150 \) K and \( T = 270 \) K respectively for the dry (Fig. 5.3 A and B) and hydrated (Fig. 5.3 C and D) samples. The
acoustic branch in the region $Q \leq 1.1 \, \text{Å}^{-1}$ (separated by the white dashed lines) of phonon energy dispersion for both dry and hydrated samples are fitted with Eq. 5.3 as represented by the black dashed lines. Clearly, the bending of the energy dispersion curve occurs at the boundary of the acoustic branch (i.e., $Q_m \sim 1.1 \, \text{Å}^{-1}$) suggesting the existence of a pseudo-Brillouin zone [209] with the finite group velocity up to the value of $Q_m$, after which the plateau starts or $\Omega(Q)$ starts to deviate from the usual $Q$-dependence. The value of $Q_m \sim 1.1 \, \text{Å}^{-1}$ corresponds to the topological disorder length scale in the sample or the half the
distance to the nearest reciprocal lattice point [228]. The plateau or the lack of significant dispersion at higher Q-values above \( Q_m \) indicates the end of such wave propagation signifying the localized phonon modes [221, 229].

The energy dispersion curves (\( \Omega \) vs. \( Q \)) at all the measured temperatures are shown in

**Figure 5.4:** Energy dispersion curves and damping constants of low-frequency collective excitations in dry and hydrated GFP samples. Energy dispersion curves (A) in dry and (B) in hydrated GFP samples at temperatures from 150 K to 270 K. The half width at half maximum or damping constants (\( \Gamma \)) of DHO functions as a function of wave-vector transfer \( Q \) at temperatures from 150 K to 270 K. The dashed lines are the fitting of (\( \Gamma \)) with relation \( \Gamma(Q) = Q^2 \) at low \( Q \)-values as in ordinary glasses. \( Q_m \) refers to the values of \( Q \), nearly above which \( \Omega(Q) \) and \( \Gamma(Q) \) start to deviate from their usual \( Q \) dependence.

Fig. 5.3 A and B for the dry and hydrated GFP samples respectively. These curves show the propagation of acoustic modes of hypersonic waves in the longer wavelength-limit \( Q \leq Q_m \) at all the measured temperatures from \( T = 150 \) K to 270 K. Furthermore, for, \( Q \geq Q_m \) the apparent softening of the localized intraprotein vibrations with increase in temperature
can be observed as indicated by the decrease in excitation energy in both samples, whereas acoustic phonons are nearly temperature independent. The softening of localized phonons is more evident in the hydrated sample. The comparison of energy dispersion curves between the dry and hydrated protein samples are shown in Fig. 5.5 A – L from $T = 150$ K to 260 K. The comparison suggests that the presence of water molecules in protein increase the energy of the collective vibrations due to the increase in the rigidity below the melting point of water. Thus, the above results indicate the low-frequency intraprotein localized phonon modes are highly influenced by hydration and temperature, whereas the low-frequency acoustic phonons are almost temperature independent, but slightly depend on hydration. Moreover, it is quite interesting to note that the way $S(Q)$ show the temperature and hydration dependence in dry and hydrated proteins, reasonably in a similar way the energy of collective excitations vary with temperature and hydration. This behavior strongly confirms the low-frequency intraprotein collective motions are highly structure-dependent similar to the crystals, glasses or liquids [229].

The half width at half maximum of the inelastic side-peaks or the phonon damping constants ($\Gamma$) is plotted as a function of $Q$ as shown in Fig. 5.4 C and D. The apparent increase in the value of $\Gamma$ with temperature suggests the increase in damping of intraprotein collective vibrations due to the instigation of relaxation and diffusion processes. It corresponds to the life-time of the collective excitations [221] and are fitted with a relation $\Gamma(Q) = Q^2$ at low $Q$-values as in the ordinary glasses [229] and becomes flat or deviate from the usual $Q^2$-dependence for $Q < Q_m$, which is due to the localized intraprotein vibrations. Further, it is very interesting to note that the protein energy dispersion curve also follows the relation $\Omega(Q_m) \approx \Gamma(Q_m)$ similar to the glasses and glass-forming liquids [229]. In addition, the
ratio $Q_m/Q_p$ measures the fragility of the sample and found to be $\sim 0.8$ and $\sim 0.7$ for the dry and hydrated GFP respectively, much larger than those observed in some glasses and glass-forming liquids like o-terphenyl, glycerol, and SiO$_2$[229].

We further fit the energy dispersion curves in the acoustic branch as shown in Fig. 5.5 $A - L$ by the dashed lines with oversimplified relation given by the Born-von Karman lattice dynamics theory in one dimension [228] expressed as,

$$E(\text{meV}) = 4.192 \times 10^{-3} v(\text{m/s}) \times Q_m(\text{Å}^{-1}) \sin\left(\frac{\pi}{2} \frac{Q(\text{Å}^{-1})}{Q_m(\text{Å}^{-1})}\right)$$  \hspace{1cm} (5.3)$$

where $v$ is the velocity of the collective wave propagation. Although the model only considers the nearest neighbor interactions mainly applicable to the single crystals, it successfully fits the data from the amorphous form of protein samples as well [216]. The calculated velocities of the low-frequency acoustic phonons from the dry and hydrated GFPs are compared as shown in Fig. 5.6. It shows the sound velocities are barely temperature dependent with values ranging from 1027 m/s to 1341 m/s for dry and hydrated GFP samples, very close to the sound velocity of ordinary water that is nearly equal to 1500 m/s [210]. Since these sound velocities are due to the low-frequency acoustic modes, these values are much smaller than those velocities observed in other proteins using IXS technique [215–218, 227] due to the high-frequency mode, close to the fast velocity of heavy water of about 3300 m/s [230]. The calculated values of velocities in this study are in good agreement with the average sound velocities of about 1200 m/s in fluid lysozyme using ultrasound velocimetry [231] and 1605 m/s in amorphous myoglobin using Mössbauer effect [232]. Also, the sound velocity of a transverse acoustic mode in a protein active-site mimic [chloro(octaethylporphyrinato)iron(III)] is
found to be nearly 1011 m/s using IXS and vibrational spectroscopy techniques [216]. The slight higher velocity in the hydrated sample than in the dry one is due to the increased rigidness caused by the presence of water molecules inside and around the protein molecules.

**Contribution of protein structures to low-frequency collective modes**

![Graph showing phonon energy dispersion curves](image)

Figure 5.5: Comparison between phonon energy dispersion curves in dry and hydrated GFP samples at different temperature from 150 K to 260 K, where the dashed lines correspond to the fitting the curve with Eq. 5.3.

We observe the low-frequency intraprotein collective excitations in dry and hydrated samples of GFP, whose energy are in the range of 1.0 - 7.0 meV. The energy dispersion curves indicate that the collective motion of protein molecules give rise to the acoustic phonons,
due to the periodic vibrations of predominant secondary structure, \(\beta\)-barrels in GFP. Such phonon propagation takes place in the length scale larger than 5 Å as indicated by the white dashed line in Fig. 5.3 at \(Q_m = 1.1 \, \text{Å}^{-1}\) as a boundary above which excitations are localized. This size resembles the protein secondary and tertiary structures that carry physical or chemical transformations for enzyme catalysis. Due to the highly disorder and complex structure of amorphous protein samples that lack any periodic orientations, it is not trivial to differentiate longitudinal and transverse modes exclusively [209, 210, 221]. Thus, here we consider the acoustic phonon is the contribution from both modes that are coupled with each other. On the other hand, the localized excitations at \(Q > Q_m\) are mainly contributed by intraprotein collective vibrations due to the fluorophore and amino acid residues, which are in the length scale of 2.0 - 5.0 Å[214]. Such phonon has relatively larger excitation energy compared to that of acoustic mode and thus rapidly fluctuates locally without any propagation.

**Flexibility induced by temperature and hydration**

The flexibility in biomolecules is an essential property for the several biochemical and biophysical processes like molecular reactions, protein-ligand interactions, conformational fluctuations and free-energy minimization for folded state. Thus, the enzymatic activities of proteins are reflected by the response of how flexible and stable they are [18]. The flexibility is mainly driven by the hydration along with the thermodynamic variables like temperature and pressure [28]. From the biophysical point of view, the flexibility is the principal factor for balancing the free-energy during the binding of two or more molecules or protein and ligand for enzyme catalysis [196].

The energy dispersion curves show that the propagation of acoustic phonons in GFP
that are nearly independent of temperature in both dry and hydrated samples. However, the energy of intraprotein localized phonons decreases with rise in temperature. This indicates that the both dry and hydrated proteins become softer and hence more flexible as the temperature is increased. The softening is more evident in the hydrated sample. This behavior supports the fact that water plays a significant role in biological activities. However, the larger values of intraprotein localized excitation energy in GFP upon hydration suggests that the protein becomes more rigid due to the accommodation of water molecules inside the β-barrels and hence the protein lacks the flexibility compared to the dry sample below the melting point of water. This hydration dependence of intraprotein vibrations in

Figure 5.6: Sound velocities of the acoustic phonon propagation in GFP samples. The velocities of acoustic phonon in dry and hydrated GFP samples are compared, which shows the propagation is slightly faster in the hydrated sample, however, remain almost constant with respect to the temperature in both samples.
GFP below the melting point of water is in good agreement with the previously reported results of the study of mean-square displacement (MSD) of hydrogen (H) atoms in dry and hydrated GFPs using incoherent neutron scattering experiments [200]. The results from that experiment showed the MSDs of H atoms in the dry sample are larger than those in the hydrated GFP sample, which indicates the dry GFP is more flexible than the hydrated one below the melting point of water [200]. This result is contradictory to the effect of hydration observed in other common globular proteins [31, 37]. Thus, we assumed that the structure of $\beta$-barrels that can trap the water molecules within itself play the major role for such contradictory result. On the other hand, one should expect more softening or flexibility in the hydrated sample compared to the dry sample above the melting point of water, similar to the results previously observed in lysozyme and other globular proteins [200, 218, 226].

**Role of phonons in enzyme catalysis**

The rapid harmonic vibrations or fluctuations in protein occur in the time scale of femtoseconds to picoseconds. Such phenomena include making and breaking of covalent bonds, the formation of hydrogen bonds, and transfer of electron, proton or hydride ions among different chemical groups [11]. These intrinsic dynamics play an essential role in the rates of enzyme catalysis. The enzymatic reactions that mainly occur in the milliseconds time scale are coupled to the bond activation of C-H or C-H $\rightarrow$ C transfer, which often take place in hundreds of femtoseconds [205]. The energies associated with such fluctuations are in the range of few millielectronvolts [204]. Although these energies are much less than the energy barrier of the transition state, enzymatic reaction takes place due to mechanism of quantum mechanical tunneling [204]. Here so observed phonons that are originated due to coherent vibration of various residues and secondary structures in protein (specifically $\beta$-
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Figure 5.7: Schematic picture of protein complex free energy landscape (EL) for enzyme catalysis mediated by collective excitations or phonons in proteins. ‘A’ and ‘B’ denote the two arbitrary conformational substates (CSs), where ‘B’ is more favorable for enzyme-mediated catalysis. Sampling of one of the possible pathways in multi-dimensional protein EL for the most favorable CS ‘B’ from partially favorable CS ‘A’ (1) by crossing the energy barrier, $E_1$ (classical approach), (2) due to reduction in barrier height to energy barrier ($E_2$) from higher energy barrier, and (3) through quantum mechanical tunneling across the energy barrier of $E_3$.

sheets for GFP) with excitation energy of the order of few milli-electronvolts are the possible experimental evidence of dynamic entity playing significant role in enzyme-mediated catalysis. These phonons may be a responsible candidate for sampling the suitable conformation that is capable of carrying out catalytic reactions. Based upon multi-dimensional free EL, there may three possible scenario for the favorable protein conformation required for enzyme catalysis mediated by collective excitations or phonons: (1) crossing the barrier through transporting the necessary thermal energy (classical approach), (2) reducing the height of the barrier by making and breaking the bonds, or (3) quantum mechanical tunneling through
the barrier. The schematic of these processes is illustrated in Fig 5.7.

5.1.4 Conclusion

Our results demonstrate that INS experiment is successful in investigating the low-frequency collective excitations or phonons in proteins. We observe the acoustic phonons in both dry and hydrated GFP samples, which is almost temperature independent. However, the energy of acoustic phonons slightly increases upon hydration, indicating more rigidness than in the dry sample below the melting point of water. On the other hand, the low-frequency localized phonons are highly influenced by hydration and temperature. The hydrated sample possesses the larger energy of localized excitations compared to the dry one, showing more rigidness in protein due to the presence of water molecules inside the β-barrels. This result suggests the loss in conformational flexibility in hydrated GFP in agreement to the previous study [200]. In addition, the decrease in energy of such vibrations with the rise in temperature in both the samples suggests the softening of the protein and hence the increase in flexibility. The velocities of sound propagation in dry and hydrated GFPs are in the range of 1027 m/s to 1341 m/s, which is in good agreement with the calculated values from other techniques like Mössbauer effect [232], ultrasound velocimetry [231], vibrational spectroscopy, and IXS [216]. The hydrated sample shows slightly faster velocity due to increased rigidness.

From a biochemical point of view, our results suggest that the phonons may be the possible factor that links the fast (femtosecond - picosecond) dynamics to enzyme catalysis. Despite the lack of available thermal energy, phonons prefer the favorable conformations or pathways necessary for enzyme catalysis that occurs in millisecond time scale. Thus, the existence of phonons in protein may give a new insight for understanding the biological
5.2 Collective excitations in protein as a measure of its softness and flexibility

5.2.1 Introduction

It is well-accepted that the protein dynamics together with its native structure play a significant role in enzyme catalysis [14, 18]. However, understanding of the relationship among a protein’s structure, dynamics, and function is still a major challenge in the biophysical research. Furthermore, water plays a significant role in the biological activity and function [33, 37, 233]. Several studies have elucidated the minimum hydration level of $h = 0.2$ that forms at least a monolayer of water around the protein is required for the activity of enzymes [25, 37]. The fluctuations of such hydration shell provide the activation energy to overcome the conformational barrier in protein despite the lack of available energy [12].

Inelastic X-ray scattering (IXS) technique is the unique tool to study the collective density fluctuations in amorphous materials, glasses, or liquids [210]. High energy resolution of the order of millielectronvolt (meV) achieved by IXS spectrometers allow for precise investigation of highly damped collective modes and phonon dispersion in topologically disordered systems [208, 209]. Previously, there are evidences from several inelastic neutron scattering (INS) experiments of collective motions in proteins, which are similar to the boson peak in the glass-forming liquids due to the collective excitations or density fluctuations [198–201]. Furthermore, IXS, INS, Brillouin neutron spectroscopy (BNS) and molecular dynamic (MD) simulations have revealed the propagation of acoustic phonons in the proteins and their hydration water in the longer wavelength limit corresponding to the length scale larger than $\sim 1$ nm (27-37). However, very few studies reported investigation of local excitations within
the protein secondary structure of less than 1.5 nm [217, 218, 225, 234]. A recent IXS experiment by Wang et al. has studied the collective excitations in the protein and concluded that the phonon energy softening and phonon population enhancement in hydrated protein (both native and denatured) is induced by the hydration shell [226]. On the other hand, MD simulation results clearly suggested the strong coupling between the dynamics of protein and its hydration shell exists rather than protein dynamics being slaved to the hydration water [235]. Specifically, the acoustic phonon propagations in the protein and its hydration water are almost identical [215, 216, 235]. This result suggests the collective excitations of the same frequency exist in both subsystems, but are not necessarily slaved to that of the hydration water in the case of protein [235], because the dry protein also shows similar collective excitations as reported in the previous studies [212, 227, 236]. Such phonon modes from the protein and its hydration shell are practically difficult to decouple through the analysis of experimental data, but have been successfully decoupled and studied by MD simulation [235].

For proteins, as a dynamic entity similar to the glasses, it has been a major concern whether the phonon modes exist in native and denatured proteins and how such modes are correlated with the activity of enzymes [226]. In this study, we investigated the collective excitations in hydrated samples of native and denatured human serum albumin (HSA) as a model protein using the IXS technique [237]. HSA is the most prominent protein present in the plasma since \( \sim 60\% \) of the total protein content in the blood serum is HSA [238]. It consists of 585 amino acids having the molecular weight of 66.5 kDa [238]. The molecular structure of HSA consists of three domains (I, II and III) with two subdomains (A and B) each. It has very important properties of binding and transporting insoluble molecules such
as fatty acids, porphyrins and a large variety of drugs [238]. Thus, HSA influences the drug delivery and efficacy that ultimately affect the pharmacokinetic/pharmacodynamic properties of drugs [239, 240]. According to Sudlow’s nomenclature, it possesses two major binding sites: hydrophobic subdomains IIA (site I) preferred by heterocyclic anions and IIIA (site II) favored by the aromatic carboxylates [241, 242]. An anticoagulant drug like warfarin and a nonsteroidal anti-inflammatory drug like ibuprofen bind to Sudlow’s site I and site II respectively [242]. Such strong binding affinity of these drugs to HSA helps transport and release them on the specific targets. Therefore, the interaction of these drugs with HSA has attracted much attention in the pharmaceutical drug design industries [240]. On the other hand, much less is understood regarding how such drugs affect the local structure and dynamics of HSA. Therefore, we further studied the collective excitations from the samples of warfarin and ibuprofen (pharmaceutical drugs) binding to HSA using IXS technique. Here, we introduce the idea of protein softness (flexibility) revealed by the collective phonon-like excitations within the protein secondary structure to address the concerns outlined above.

Using IXS spectrometer, we measured the dynamic structure factor as a function of energy and momentum transfers, $S(Q,E)$ from the samples within the protein secondary structure of few angstroms (Å) at two temperatures $T = 200$ K and $300$ K (i. e., below and above the dynamic transition temperature, $T_D \sim 220$ K [41, 42]; specifically, $300$ K is the physiological temperature), where both the propagating collective modes and the non-propagating localized modes are observed. Remarkably, we detected the phonons both in native and denatured HSA consistent with the recently reported results by Wang et al. [226]. Such phonons are due to the fluctuations of the protein folded structure in the native sample, or the unfolded domains in the denatured sample, rather than induced by the surrounding
hydration shell. Surprisingly, the collective excitations from the thermally denatured sample of HSA show more softening compared to that of the native sample due to disruption of its secondary and tertiary structures, which further cause loss in protein activity [237]. In addition, the longitudinal sound velocity in denatured HSA significantly decreases due to change in the protein structure. Thus, it gives the notion that the degree of flexibility and stability (a well-accepted measure of protein function) are balanced by the native protein structure for mediating the biological activity. Furthermore, according to the results from the experiments on HSA bound with the drugs, warfarin and ibuprofen, the protein softness or flexibility remains unaltered upon binding with the drugs at the physiological conditions [237]. Therefore, the interaction of such drugs does not really affect the native structure and flexibility of HSA although the binding affinity is very high. Based on these results, we address and generalize the following major concepts: (i) the phonon-like excitations exist in proteins both in native and denatured states; however, the degree of softness (flexibility) determines whether the proteins are functional or not; (ii) the hydration shell with hydration level $0.2 \leq h \leq 0.4$ may not necessarily contribute to the collective excitations, but can be sufficiently coupled to some extent for the activity of the protein; (iii) the collective excitations are highly structure-dependent and thus any structural change may also alter the behavior of such excitations, and (iv) the idea of protein softness (flexibility) and rigidity can be defined in terms of collective excitations that can be further used as a novel approach to understand the enzyme activity.

5.2.2 Methods and materials

Sample preparation

Human serum albumin (Sigma Aldrich A3782) was used as purchased for the experiments.
Thermally denatured HSA was prepared by incubating 25 mg/ml HSA at 85 °C for 10 hours, and 100 °C for 20 minutes, before freezing at -80 °C followed by lyophilization. All the samples were hydrated using the vapor diffusion approach to 44.8% H$_2$O by mass. Ibuprofen (I4883) and Warfarin (A2250) were purchased from Sigma-Aldrich. For protein-ligand interaction studies, Ibuprofen and Warfarin were dissolved in ethanol and added to a HSA solution (0.242 mM or 16 mg/ml) to a final concentration of 2.42 mM (0.5 mg/ml and 0.75 mg/ml Ibuprofen and Warfarin, respectively). All samples were incubated at room temperature for 1 hour before lyophilization.

The protein samples were prepared for two separate IXS experiments. In experiment 1, native HSA and thermally denatured HSA samples were measured. In experiment 2, we prepared and measured another set of native HSA, HSA bound to warfarin (HSA/warfarin) and HSA bound to ibuprofen (HSA/ibuprofen). For IXS experiments, the protein samples were hydrated with H$_2$O with hydration level $h \sim 0.4$, which forms at least a monolayer of hydration shell, but is not sufficient to form the secondary layer and more [218]. Thus, in the first approximation, the three-dimensional water-water hydrogen bond cannot be formed and therefore, only the scattering signal from the vibrations of protein and water coupled to the protein surfaces are measured.

**Inelastic X-ray scattering measurements**

The high-resolution IXS spectra were measured at the beamline 3-ID-C, Advanced Photon Source (APS), Argonne National Laboratory using X-ray beam of energy 21.6 keV [243–245]. The data were collected in the $Q$-range of 2.0 - 32.0 nm$^{-1}$ using four spherically bent silicon analyzers with the energy resolution of 2.1 meV and the energy transfer (E) or the dynamic range was ±25 meV appropriate for the detection of collective excitations in
proteins. The data fitting was done using the peak analysis software PAN in the package data analysis and visualization environment (DAVE) developed at NIST Center for Neutron Research (NCNR) [105].

5.2.3 Results and discussions

Structural features of proteins

At first, the structural property and the quality of the hydrated protein samples were investigated by measuring the static structure factor, $S(Q)$, over the wide momentum transfer range, $Q = 2.0 - 32.0$ nm$^{-1}$ as shown in Fig. 5.8. The static structure factor is calculated from the integration of $S(Q,E)$ over an energy range measured at each $Q$-value given by the relation, $S(Q) = \int S(Q,E) \, dE$. Clearly, the two major peaks are observed from all the samples at $Q \sim 6$ nm$^{-1}$ (A) and $\sim 15$ nm$^{-1}$ (B), which have also been observed in different hydrated proteins such as lysozyme [226], green fluorescent protein [200], beta-lactoglobulin [217], alpha-chymotrypsinogen A [234], myoglobin, haemoglobin and C-phycocyanin [246]. Thus, such structural property can be considered as a universal feature of all the proteins. Peak A corresponds to the protein-protein interaction at a relatively larger length scale (in the order of 1 nm); whereas peak B represents the spatial order of the secondary structure, beta-sheets of length $\sim 4.5$ Å and alpha-helix repeats of $\sim 5$ Å[217, 226]. The absence of a structural peak of bulk water at 19 nm$^{-1}$ [217] assures that the scattering data collected are exclusively from the hydrated protein samples. Furthermore, the distorted peak B in $S(Q)$ of the thermally denatured HSA confirms the significant loss in the secondary structure, particularly alpha-helices, and tertiary structure due to break-down of non-covalent bonds, such as hydrogen bonds, and van der Waals interactions [226]. Moreover, we did not see any significant change in the $S(Q)$ of HSA due to binding with the drugs (warfarin and
ibuprofen). This is because HSA consists of large hydrophobic cavities in subdomains IIA (site I) and IIIA (site II) that hold drugs without affecting its overall native conformation [240]. These static structure factor measurements assure that any change in dynamic scan data is due to the change in collective dynamic behaviors for different protein samples at different temperatures and conditions.

Figure 5.8: Static structure factor $S(Q)$ as functions of $Q$ measured at $T = 300$ K for native HSA, thermally denatured HSA, warfarin bound to HSA (HSA/warfarin) and ibuprofen bound to HSA (HSA/ibuprofen), represented by black, red, green and blue curves, respectively. All the samples are hydrated with hydration level $h \sim 0.4$.

**Collective excitations in proteins**

The measured IXS spectrum can be expressed as,

$$S(Q, E) = [S_m(Q, E) + A \cdot E + B] \otimes R(Q, E) \quad (5.4)$$

where $S(Q, E)$ is the dynamic coherent structure factor, $S_m(Q, E)$ is the model function,
$(A \cdot E + B)$ is the linear background, $R(E)$ is the resolution function of the instrument, and $\otimes$ is the convolution operator. The model function, $S_m(Q, E)$ can be further expressed as the sum of the delta or Lorentzian function for the central peak (depending upon the dynamic nature of the sample in the specific $Q$-range) and the damped harmonic oscillator (DHO) function for the Brillouin side peaks due to the collective excitations. The energy resolution function, $R(E)$ is measured from the plexiglass at its structure maxima ($Q \sim 10$ nm$^{-1}$). All the data were fitted with the dynamic range of $\pm 20$ meV with Eq. 5.4 using the following model function,

$$S_m(Q, E) = \left[ I_0(Q) \delta(E) + g(E)I_1(Q) \frac{\Gamma(Q)}{\pi} \left\{ \frac{1}{(E - \Omega(Q))^2 + (\Gamma(Q))^2} \right. \right.$$  
\left. - \frac{1}{(E + \Omega(Q))^2 + (\Gamma(Q))^2} \right\} \right] \right)$$  

or

$$S_m(Q, E) = \left[ I_0(Q) \Gamma(E) + g(E)I_1(Q) \frac{\Gamma(Q)}{\pi} \left\{ \frac{1}{(E - \Omega(Q))^2 + (\Gamma(Q))^2} \right. \right.$$  
\left. - \frac{1}{(E + \Omega(Q))^2 + (\Gamma(Q))^2} \right\} \right] \right)$$

where $I_0(Q)$ and $\delta(E)$ are the elastic intensity and delta function respectively in the elastic component, and $I_0(Q)$, $\Omega = \hbar \omega_p$ ($\omega_p$ is the excitation frequency), and $\Gamma(Q)$ are the inelastic intensity, the excitation energy, and the damping factor respectively of DHO function for collective excitations. Also, the Bose thermal factor $g(E)$ for the temperature-dependent
correction in DHO function [222] is given by,

\[
g(E) = \frac{1}{(1 - \exp(E/k_BT))}
\]  

(5.7)

where \(k_B\) is the Boltzmann constant and \(T\) is the absolute temperature. The DHO func-

Figure 5.9: Dynamic coherent structure factor measured from (A) native HSA, (B) thermally denatured HSA, (C) HSA/ibuprofen and (D) HSA/warfarin, and corresponding fitting with Eq. 5.4 at \(Q = 2.7\ \text{nm}^{-1}\) and \(T = 300\ \text{K}\). The green circles, black, blue and red curves indicate the experimental data, resolution, DHO function with two Brillouin-side peaks and the best fit to the data, respectively. The hydration levels (\(h\)) for all the samples were \(\sim 0.4\).

...tion has been successfully implemented to study the Brillouin-like inelastic side-peaks in liquids [211, 222–224] and amorphous materials [221] including biomolecules [215–217, 225–
Figure 5.10: Dynamic coherent structure factor measured from (A) native HSA, (B) ther-
mally denatured HSA, (C) HSA/ibuprofen and (D) HSA/warfarin, and corresponding fitting
with Eq. 5.4 at $Q = 19.6 \text{ nm}^{-1}$ and $T = 300 \text{ K}$. The green circles, black, blue and red curves
indicate the experimental data, resolution, DHO function with two Brillouin-side peaks and
the best fit to the data, respectively. The hydration levels ($h$) for all the samples were $\sim 0.4$.

Also, $L(\Gamma, E)$ is the Lorentzian function given by,

$$\Gamma(E) = \frac{1}{\pi} \frac{\Gamma'(Q)}{\Gamma'^2 + E^2} \quad (5.8)$$

Eq. 5.5 and Eq. 5.6 were implemented to fit the data in the $Q$-range of $2.1 - 9.3 \text{ nm}^{-1}$ and
$12.1 - 31.2 \text{ nm}^{-1}$ respectively. Here, the use of Eq. 5.6 incorporating the Lorentzian function
for the central peak at higher $Q$-values may be necessitated by the possible rapid diffusion
process in the samples.
Figure 5.11: Dynamic coherent structure factor measured from (A) native HSA, (B) thermally denatured HSA, (C) HSA/ibuprofen and (D) HSA/warfarin, and corresponding fitting with Eq. 5.4 at $Q = 31.2 \text{ nm}^{-1}$ and $T = 300 \text{ K}$. The green circles, black, blue and red curves indicate the experimental data, resolution, DHO function with two Brillouin-side peaks and the best fit to the data, respectively. The hydration levels ($h$) for all the samples were $\sim 0.4$.

The dynamic coherent structure factor, $S(Q, E)$ measured using IXS spectrometer from the protein samples and the corresponding fitting with Eq. 5.4 at $T = 300 \text{ K}$, and $Q = 2.7 \text{ nm}^{-1}$, $Q = 19.6 \text{ nm}^{-1}$ and $Q = 31.2 \text{ nm}^{-1}$ are shown Fig. 5.9, Fig. 5.10 and Fig. 5.11, respectively. The panels A and B are from experiment 1, whereas panels C and D are from experiment 2 in each of the figures. The model so used for the fitting is either with Eq. 5.5 or Eq. 5.6, depending upon the specific $Q$-range as discussed above. The green open circles represent the data points, whereas the solid curves with red and blue colors indicate the best fit and the DHO function with Brillouin side peaks, respectively. Clearly, we can see the two
small inelastic peaks on the shoulder of the central peak due to the collective excitations or
density fluctuations in the samples. Such weak inelastic peaks are due to the amorphous
nature of the samples similar to the glasses or glass forming liquids [221, 225, 227].

Fig. 5.12 shows the dispersion curves $\Omega$ vs. $Q$ calculated from the different protein
samples. The data shown in panel $A$, $B$ and $C$ are from experiment 1 and the data in the
panels $D$, $E$ and $F$ are from experiment 2. The dispersion phenomena can be observed
roughly up to the $Q$-value where the peak $B$ of the structure factor rises ($\sim 10$ nm$^{-1}$), which
corresponds to the spatial order of the secondary structure as discussed in the previous
section. Such behavior implies that the protein intermediate and short-range order can
define the dispersion curve similar to the Brillouin zone in the crystals [227]. However, at
the higher $Q$-values, the collective excitations seem to be almost $Q$-independent, and thus can
be considered as non-propagating, or localized. Such localized fluctuations are due to the
topologically disorder length scale [228] in the sample mainly contributed by intraprotein
collective vibrations due to the protein primary structure or amino acid residues such as
methyl groups, which are in the length scale of 2.0 - 5.0 Å. On the other hand, the linearity
of the curve at the low $Q$-values indicates the acoustic longitudinal phonons that propagate
with certain sound velocity in the samples. The sound velocity of such phonon is calculated
from slope of the energy dispersion curve by fitting with a relation given by,

$$\Omega = h \nu_L Q \quad (5.9)$$

where $\nu_L$ is the longitudinal sound velocity. The calculated values of longitudinal sound
velocity are approximately 2,800 m/s depending upon the nature of the samples as listed in
Table 1, analogous to the values as reported in previous experiments [215–218, 221, 226, 227].

Intriguingly, there is a significant decrease of sound velocity in thermally denatured sample compared to the native one at the room temperature. On the other hand, the significant temperature dependence of characteristic excitation energies can be observed at higher $Q$-values suggesting the phonon softening for the enzymatic activity as reported before in a similar IXS experiment [218].

The phonon damping constant ($\Gamma$) or the half width at half maximum of the inelastic side-peaks is plotted as functions of $Q$ in Fig. 5.13. It resembles the lifetime of such collective excitations, which follows a power law relation $\Gamma(Q) = AQ^2$ at low $Q$-values as in the ordinary glasses [221, 225]. The data in Fig. 5.13 A, B and C are calculated from experiment 1,
whereas the data in Fig. 5.13 D, E and F are from experiment 2. Clearly, we can observe the increase in the value of $\Gamma$ with $Q$ and temperature that indicates the increase in the damping of collective modes due to the activation of the diffusion process in the sample.

![Graph showing damping constants of phonons](image)

Figure 5.13: Damping constants of phonons calculated from the samples of native HSA, thermally dentured HSA, HSA/warfarin and HSA/ibuprofen samples with $h \sim 0.4$ at $T = 200$ K and $T = 300$ K. The dashed lines represent the fitting by a relation, $\Gamma(Q) = AQ^2$ at low $Q$-values (acoustic branch) similar to the glasses, where an arbitrary $A$ is a constant.

**Protein denaturation and collective excitations**

In order to understand whether the propagation of phonons in protein and its conformational softening behavior persists upon its denaturation, we measured the IXS spectra from both the native and denatured samples of HSA with hydration level $h \sim 0.4$ each. The thermal denaturation significantly affects the protein structure by minimizing the content of alpha-helices and tertiary structures, whereas the beta-sheets are increased [35, 226]. In addition, the thermal denaturation yields the molten globule state and aggregation of HSA [247]. Therefore, the thermally denatured HSA loses its biological activity. The disruption
Figure 5.14: Phonon dispersion curves ($\Omega$ vs. $Q$) calculated from native HSA and thermally denatured samples with hydration level $h \sim 0.4$ at $T = 200$ K.

of peak B in the measured static structure factor data shown in Fig. 5.8 clearly indicates the characteristic change in the secondary structure of thermally denatured HSA. However, our experimental results show that despite denaturation of HSA, the collective excitations still exist, which is consistent with the results previously observed in denatured lysozyme [226]. Therefore, our results indicate that the phonon-like excitations exist and propagate even through the protein is denatured, which may come from the presence of increased content of beta-sheets and unfolded domains. However, the denaturation affects the softness of the protein at the physiological condition. At room temperature (300 K), we observed a significant decrease in the values of excitation energy at higher $Q$-values (localized collective mode) in the thermally denatured HSA compared to that of the native HSA, which clearly indicate
the increase in the softness of protein. Such increased softness is due to the breakdown of the weak bonds like hydrogen bonds, van der Waals interaction and salt bridges (that hold protein conformation in the native state) causing the unfolding of protein structure upon denaturation. However, at a much lower measured temperature $T = 200 \text{ K}$ as shown in Fig. 5.14, which is below the dynamic transition temperature and the protein is inactive or unfunctional [69, 189, 248], the dispersion curves in native and thermally denatured samples are identical. Thus, our results suggest that the protein may require certain degree of resilience for the enzymatic activity. If the protein becomes too soft at the room temperature as we observed in the thermally denatured sample, it may lose its biological function. Therefore, the dynamical property of protein such as softness (flexibility) and rigidity (resilience) are balanced by the biomolecules to accomplish their biological activities [249–251], which is schematically shown in Fig. 5.15.

Table 5.1: Longitudinal sound velocities calculated from the fitting of dispersion curves in the acoustic branch with Eq. 5.9.

<table>
<thead>
<tr>
<th>Samples</th>
<th>$v_L$(m/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>T = 200 K</strong></td>
<td><strong>T = 300 K</strong></td>
</tr>
<tr>
<td>Native HSA (Expt. 1)</td>
<td>NA</td>
</tr>
<tr>
<td>Thermally denatured HSA (Expt. 1)</td>
<td>NA</td>
</tr>
<tr>
<td>Native HSA (Expt. 2)</td>
<td>3075 ± 69</td>
</tr>
<tr>
<td>HSA/warfarin (Expt. 2)</td>
<td>2715 ± 158</td>
</tr>
<tr>
<td>HSA/ibuprofen (Expt. 2)</td>
<td>3085 ± 66</td>
</tr>
</tbody>
</table>

**Flexibility of HSA upon bound to drugs**

HSA has very strong binding sites as the site I (subdomain II A) and site II (subdomain III A). These sites are the hydrophobic cavities capable of holding significant amount of
ligands or drugs [240]. Warfarin and ibuprofen are the drugs that strongly bind to the site I
and site II respectively under the physiological conditions. In most of the cases, about 99% of
these drugs are bound to the protein under the normal therapeutic environments [252]. Such
strong binding affinity sites in HSA is an important property for pharmacokinetic behavior
that influences the efficacy and delivery rate of the drugs. A recent study suggests that these
drugs also have the ability to stabilize HSA structure and prevent against denaturation by
chemical or thermal means [241]. Therefore, as expected, in our measured static structure
factor $S(Q)$ (see Fig. 5.8), no significant differences are observed in the peak position between
the native unbounded HSA and the drugs-bound HSA samples. Similarly, at the room
temperature, there is no substantial difference in dispersion relation from the native HSA,
HSA/warfarin and HSA/ibuprofen as shown in Fig. 5.12D. However, in Fig. 5.12E and
F, we can clearly see the softening of protein with the increase in temperature, as suggested
by the decrease in the excitation energies at higher $Q$-values. These results indicate that
the local structure and dynamic behavior of native HSA remain unaffected upon binding
to drugs due to its strong binding affinity. Therefore, HSA acts as an efficient carrier and
transporter of drugs in the plasma that is beneficial for pharmaceutical drug design and
delivery.

5.2.4 Conclusion

We report the collective excitations in hydrated protein samples of native HSA, denatured
HSA, and HSA bound to the drugs, warfarin and ibuprofen. The collective excitations are
primarily due to the protein internal dynamics. However, the contribution of hydration water
coupled to the protein surface is crucial for its dynamic activation and its effect on collective
excitations cannot be ignored. Here we show both acoustic (propagating) and localized
Figure 5.15: Schematic diagram of measure of softness and rigidity in native and denatured protein. (Left) Native structure of human serum albumin (PDB 1O9X), where the structural property, softness and rigidity are balanced by protein for biological function. (Right) Thermally denatured protein, which is softer than the native protein due to the breakdown of weak bonds such as hydrogen bonds, and van der Waals interaction, and loses its activity.

(non-propagating) modes of phonon exist in native and denatured HSA. The acoustic mode is due to the secondary or larger structures, whereas the localized excitations are due to the fluctuations of amino acid residues such as methyl groups. Remarkably, we found softening of localized phonons in denatured HSA compared to native HSA, due to the breakdown of weak forces like hydrogen bonds, van der Waals interaction and salt bridges causing the unfolding of the protein. Therefore, the protein structural property of flexibility and rigidity are balanced by the native protein for its activity. Furthermore, the drugs like warfarin and ibuprofen that have the high binding affinity to site I and site II of HSA respectively do not affect the protein structure in plasma, which is consistent with other crystallography study. Additionally, there is no significant change in protein dispersion curves upon binding to the drugs at room temperature. This result suggests that the dynamic properties of HSA such as collective excitations that are crucial for enzymatic activity in plasma is not affected by the drugs that are bound to HSA. Moreover, these results also confirm that the
collective excitations in protein are highly structure-dependent, similar to glass formers. Any changes in protein local or global conformation can significantly affect its dynamic behavior and therefore its function and activity. Overall, we propose the idea of protein softness (flexibility) and rigidity defined in terms of collective excitations that can be further used as a novel approach to understand the protein activity.
CHAPTER 6 CONFORMATION OF PBP BOUND TO PEPTIDE

6.1 Introduction

Periplasmic ligand-binding proteins (PBP) of gram-negative bacteria and the homologous membrane bound lipoproteins of gram-positive bacteria, along with their cognate membrane embedded permeases, constitute a large class of active transport systems that are responsible for the uptake of sugars, amino acids, anions, peptides and other nutrients [253]. The PBP have a high specificity for their ligands, with the range of 0.1 M for amino acids and 1 M for sugars, and are the major determinant of transporter specificity [254]. Some of the periplasmic binding proteins also play a role in bacterial chemotaxis by binding to inner membrane receptors.

The three-dimensional X-ray crystal structures of several PBPs have been determined with and without ligands bound. Although they do not share significant amino acid sequence identity, members of the PBP protein family share a bilobed structure with two relatively rigid domains connected by a hinge region that facilitates their movement relative to each other. In the absence of ligand, the protein is in an extended or open conformation. The ligand binds in a deep cleft between the two lobes, bringing the two lobes together in a large conformational change to enclose the ligand in a mechanism similar to a Venus flytrap [255]. Although the open form of the binding proteins exposes a solvent accessible cleft, the closed form encloses the bound ligand in a protected protein interior completely inaccessible to the bulk solvent. This large conformational change upon ligand binding is essential for the recognition of the PBPs by their respective membrane-bound components because it is the ligand bound closed form that is recognized by transporters and chemotaxis receptors.
Residues that interact with the transporter or receptor cluster in patches on the two lobes of the binding protein. The patches are brought near each other due to the conformational change when ligand binds.

Escherichia coli murein peptide permease A (MppA) is the PBP that is required for the uptake of the murein tripeptide, L-alanyl-γ-D-glutamyl-meso-diaminopimelate, (L-Ala-γ-D-Glu-meso-Dap), which is generated by the breakdown of the cell wall and enables the recycling of the cell wall peptides [256]. This unusual peptide contains an L-Ala linked to a D-Glu, and the D-Glu has a γ-linkage to meso-Dap. MppA is a 58 kDa protein that shares overall sequence identity of 46% with the oligopeptide-binding protein OppA and 29% identity with the dipeptide binding protein DppA. It is not found in its own transport operon but uses the oligopeptide permease or the dipeptide permease for transmembrane transport of its ligand [257].

The X-ray crystal structure of MppA with the bound murein tripeptide was recently reported [258]. In order to gain further insight into the conformational changes associated with ligand binding, we have studied the structures of ligand-free and ligand-bound E. coli MppA using small-angle X-ray scattering technique. SAXS data show no significant change in protein conformation upon bound to the peptide. On the other hand, the structure of MppA in aqueous solution calculated using ab-initio method closely matches its crystal structure.
6.2 Materials and methods

6.2.1 Sample preparation

The 6-His tagged MppA E. coli strain JM109 harboring the plasmid pQE60, which encodes MppA with a C-terminal 6-histidine tag, was expressed and purified in Prof. Jeffery Constance lab, University of Illinois at Chicago. 2xYT broth with 50 g/mL ampicillin was inoculated with overnight cultures (1:20 dilution) and grown at 37 °C until the cells reaches an O.D$_{600}$ of 0.4. MppA expression was then induced with 1.0 mM isopropyl--D-thiogalactopyranoside (IPTG). The cultures were grown for four more hours at 25 °C and then harvested by centrifugation. The cell pellet was washed once in 100 mM Tris-HCl, pH 7.6, and frozen at -80 °C until further use. The cells were re-suspended in 100 mM Tris-HCl, pH 7.6 (binding buffer), and lysed by sonication. The cell suspension was centrifuged at 10,000 x g for 30 minutes to remove cell debris. The cleared lysate was incubated with Ni-NTA beads (Qiagen), which were pre-equilibrated with binding buffer, for two hours at 4 °C with gentle agitation. The beads were washed with eighty column volumes of binding buffer followed by ten column volumes of wash buffer (0.3 M NaCl, 0.1 M KHPO$_4$, pH 7.0, 10 mM imidazole, 5% glycerol). The protein was eluted with five column volumes of elution buffer (0.3 M NaCl, 0.1 M KHPO$_4$, pH 7.0, 0.5 M imidazole, 5% glycerol). The buffer was then changed to 100 mM Tris-HCl, pH 7.6, by dialysis. This was followed by an ammonium sulfate precipitation step in which 55% ammonium sulfate saturation was obtained by gradually adding solid ammonium sulfate with constant stirring on ice. The resulting solution was centrifuged at 12,000 rpm (17211 x g) for 30 mins, and the pellet was discarded. Additional ammonium sulfate was added to the supernatant to achieve 80% saturation, and
the solution was centrifuged again. MppA is obtained in the pellet fraction. The pellet was re-suspended in 100 mM Tris-HCl, pH 7.6, and dialyzed overnight against the same buffer to remove ammonium sulfate. This fraction, which usually contained almost pure MppA, was concentrated by ultrafiltration to 10 mg/mL concentration by using spin concentrators. The protein was visualized by SDS-PAGE on a 12% polyacrylamide gel. Finally, for the SAXS measurements, the protein concentration was made ∼1 mg/ml.

6.2.2 Small-angle X-ray scattering measurements

SAXS measurements on the MppA samples were done on the BioCAT undulator beamline 18-ID at the Advanced Photon Source, Argonne National Laboratory. About 120 µL of protein solution were housed in a water-jacket flow cell maintained at 4 °C and exposed to focused X-ray beam of 12 keV using a syringe pump 3 m from the detector. This minimized the radiation damage and covered the \( q \)-range of 0.006 - 0.48 Å\(^{-1}\). The 3-seconds frame of scattering data were collected for 550 times for each sample and the corresponding buffer for background subtraction. Each measured frame was checked carefully for radiation damage and the best data were chosen for the averaging. The average scattering curves, \( I(q) \) were normalized to the intensity of the incident X-ray beam.

6.3 Results and discussion

The SAXS intensity profiles of MppA and MppA-peptide in the \( q \)-range of 0.01 Å\(^{-1}\) - 0.3 Å\(^{-1}\) are shown in Fig. 6.1 A and B respectively. The high quality data of sample concentration of ∼1 mg/ml show no sign of aggregation as confirmed by the zero-slope at the low \( q \)-values. For the low-resolution three-dimensional structure determination of protein conformation, the overall shape-parameters are calculated from the measured scattering curves such as forward scattering intensity (\( I(0) \)), radius of gyration, \( R_g \) (mean square distances...
Figure 6.1: SAXS intensity profiles of (A) MppA and (B) MppA-peptide. The solid red curves are the fitting of intensities with spherical form factor, which best fit the data.

from the center of mass weighted by electron densities), shape and the maximum dimension of the protein in solution. The determination of such parameters is described in the following sections below.

6.3.1 Guinier analysis

Figure 6.2: Guinier plots for (A) MppA and (B) MppA-peptide. The solid red curves are the Guinier fits, where the slope gives the radius of gyration ($R_g$) of the monodisperse particle.

For the monodisperse solution of globular particles, the radius of gyration is determined
by Guinier analysis as expressed in Eq. 6.1 below [59],

\[ I(q) \approx I(0)e^{-R_g^2 q^2 / 3} \]  \hspace{1cm} (6.1)

The slope of the linear region of a Guinier plot, ln\(I(q)\) vs. \(q^2\) provides the value of \(R_g\) such that \(q_{\text{max}}R_g < 1.3\). The Guinier analysis of MppA and MppA-peptide are shown in Fig. 6.2. We found the values of \(R_g\) are 24.8 ± 0.1 Å and 24.5 ± 0.1 Å for MppA and MppA-peptide, not a significant change upon binding of MppA with the peptide.

6.3.2 Kratky analysis

The dimensionless Kratky plot \((I(q)(qR_g)^2 / I(0))\) vs. \(qR_g\) as shown in Fig. 6.3 is carried out to determine the degree of compactness or folding/unfolding of the protein conformation [259]. This analysis distinguishes the fully or partially unfolded protein structure. In general, a globular folded protein conformation shows a bell-shaped profile between 0 < \(qR_g\) < 3 with a single pronounced maximum at \(qR_g \sim 1.7\) regardless of the size of the protein [259]. The dimensionless Kratky plots of MppA and MppA-peptide clearly show the feature that confirms the folded protein structure in solution.

6.3.3 Pair distance distribution function

The radius of gyration calculated from Guinier approximation has a limitation that it does not take into account of the data of whole \(q\)-range [59, 259]. Thus, in order to validate, the \(R_g\) and \(I(0)\) is also calculated from the indirect Fourier transform methods, which yields
Figure 6.3: Kratky plots for (A) MppA and (B) MppA-peptide, which has the bell-shaped feature in the range $0 < qR_g < 3$ with maximum at $qR_g \sim 1.7$. These plots strongly confirms that the protein has compact folded structure in solution.

The pair distance distribution function, $P(r)$ given by Eq. 6.2,

$$P(r) = \frac{r^2}{2\pi^2} \int_0^\infty q^2 I(q) \frac{\sin(qr)}{qr} dq$$  \hspace{1cm} (6.2)

$P(r)$ provides the information about the distribution of interatomic distances in macromolecules, which in turn reflects the overall shape of the particle in solution. The different shapes such as sphere, cylinder, rod-like and elliptic are characterized by unique shape of $P(r)$ function. For instance, globular particles yield a bell-shaped $P(r)$ function with a max-
imum at \( r = \frac{D_{\text{max}}}{2} \), where \( r \) is the approximate radius of the particle having maximum dimension \( D_{\text{max}} \). On the other hand multi-domain particles yield \( P(r) \) curve with multiple shoulders and oscillations, which correspond to the inter- and intra-subunit domains in macromolecule. Here, the calculated \( P(r) \) from the intensity profiles of MppA and MppA-peptide as shown in Fig. 6.4 show a bell-shaped curve with maximum at \( r = 29.54 \, \text{Å} \) with \( D_{\text{max}} = 77.75 \, \text{Å} \) and \( r = 29.77 \, \text{Å} \) with \( D_{\text{max}} = 74.43 \, \text{Å} \), respectively. This clearly indicates both the samples have spherical shape as true for globular proteins. The calculated values of real space \( R_g \) and \( I(0) \) are almost similar to that calculated from the Guinier analysis as listed in Table 6.1.

![Figure 6.4: Pair distance distribution functions of MppA and MppA-peptide. The bell-shaped curves with maximum at ‘r’ represent the spherically shaped globular protein having radius ‘r’.
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Figure 6.4: Pair distance distribution functions of MppA and MppA-peptide. The bell-shaped curves with maximum at ‘r’ represent the spherically shaped globular protein having radius ‘r’.
Table 6.1: Radius of gyration of MppA and MppA-peptide calculated from Guinier and P(r) analysis.

<table>
<thead>
<tr>
<th></th>
<th>Guinier analysis</th>
<th>P(r) analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td>MppA</td>
<td>24.8±0.1</td>
<td>25.28±0.02</td>
</tr>
<tr>
<td>MppA-peptide</td>
<td>24.5±0.1</td>
<td>25.08±0.02</td>
</tr>
</tbody>
</table>

6.3.4 *Ab-initio* modeling

The low-resolution 3D structure of MppA and MppA-peptide from 1D SAXS intensity profiles are determined from the SAXS data using *ab-initio* method of automated bead modeling [259]. It can be done using the program dummy atom model minimization (DAMMIN) or dummy atom model minimization fast (DAMMIF) available in the small-angle scattering data analysis software ATSAS to reconstruct the 3D envelope of the protein structure. This program considers the algorithm of a collection of $M (>> 1)$ number of densely packed beads inside a constrained spherical search volume. The constrained search volume is predetermined from the real space $R_g$ and $D_{max}$ as calculated from $P(r)$ analysis of experimental SAXS intensity profile. The particle structure is described by the binary string $X$ of length $M$, where each of the bead is randomly assigned to the solvent or solute. The simulated annealing is used to start the reconstruction of the shape of the particle by minimizing the value of $\chi^2$, which is achieved from the best fit of experimental scattering intensity by the calculated scattering intensity. The $\chi^2$ to measure the discrepancy is expressed as,

$$\chi^2 = \frac{1}{N - 1} \sum_{i=1}^{N} \left( \frac{I_{exp}(q_i) - cI_{cal}(q_i)}{\sigma(q_i)} \right)^2$$

(6.3)
where \( N \) is the number of data points, \( \sigma \) is the uncertainty (or standard deviation), and \( c \) is the scaling factor.

The reconstruction of 3D structure from \textit{ab-initio} model is limited by the assumption of a uniform electron density within the particle, which is only based on the fitting the scattering profile below \( q \sim 0.3 \ \text{Å}^{-1} \). Each run gives the low-resolution 3D envelope of the particle, which is repeated for about 10 to 20 times. In addition, each 3D envelope is superimposed to the known high-resolution crystal structure of the particle. The superposition of the ensemble of calculated envelope is carried out by another program SUPCOMB available in ATSAS. Once all the 3D envelopes are superpositioned, then the average of all the envelopes is determined by the program DAMAVER, also available in the same software package. Finally, the low-resolution 3D structure of particle is determined from the \textit{ab-initio} modeling. Here, we implemented DAMMIF, which is followed by SUPCOMB and DAMAVER to determine the

![Figure 6.5: 3D reconstruction of (A) MppA and (B) MppA-peptide from measured SAXS data using the programs DAMMIF, SUPCOMB and DAMAVER in software package ATSAS.](image)
3D conformation of MppA and MppA-peptide as shown in Fig. 6.5. Since the *ab-initio* reconstruction is considered as a low-resolution, we do not see significant change in 3D envelope calculated from MppA-peptide SAXS data from MppA. It can also be possible that there may be very small conformational change in MppA structure, which is beyond the instrumental resolution. Strictly speaking, the change may of the order of few angstroms. However, the 3D envelope determined from the *ab-initio* modeling perfectly matches the 3D crystal structure of MppA [258].

6.4 Conclusion

In this work, we investigated the ligand-free and ligand-bound conformation of MppA. The measured SAXS data is used to reconstruct the 3D envelope of the samples from *ab-initio* modeling using the programs DAMMIF, SUPCOMB and DAMAVER available in the software package ATSAS. The analysis of the SAXS data do not show any significant conformational change in MppA upon bound to the peptide. This may be due to the very small conformational change of the order of few angstroms, which is not accessible within instrumental resolution. On the other hand, the 3D reconstruction of MppA structure from the intensity of SAXS measurement under physiological condition almost matches its crystal structure.
CHAPTER 7 SUMMARY AND OUTLOOK

In this chapter, I will briefly summarize and discuss the different experimental results from the study of protein’s conformation and dynamics using neutron and X-ray scattering. Although there are several other techniques such as X-ray/neutron crystallography, solid-state nuclear magnetic resonance (NMR), and atomic-force microscopy (AFM), Raman spectroscopy, dielectric spectroscopy, and terahertz spectroscopy to study the protein structure and dynamics, we showed that neutron and X-ray scattering are equally powerful techniques to study the structure-dynamic-function correlation, which provided a new insight to understand the enzyme activity. The property of right wavelength and momentum transfer of X-ray and neutron are the key to probe the structure and dynamic phenomena at atomic/molecular length scale, which are not quite accessible to other techniques. Specifically, neutron scattering has a great advantage due to its unique capability to ‘see’ mainly the hydrogen atoms, which is enormously present in all the biomolecules.

7.1 Structure of biomolecules at physiological conditions

One of the major challenges is to study the biomolecular structure at native environment. So far a large number of crystal structures of protein, RNA, DNA and other biomolecules have been revealed, which has played a vital role in understanding their biological functions. However, the crystal structures do not possess the native conformation. In addition, biomolecules are inactive in the absence of water and the crystal structure ignores the interaction with hydration water. Moreover, it is not easy to crystallize the protein, particularly the membrane proteins. Therefore, taking into consideration of above concerns, we studied the protein structures in aqueous solution, which are very close to their native environment.
For instance, in chapter 4, we demonstrated the study of the membrane protein, rhodopsin in aqueous solution using detergents that mimics the native membrane-like environment. SAXS data from protein-detergent complex (PDC) in solution are quite tough to analyze. It is because 1D intensity profile includes the coupled signals from detergent and protein. Moreover, the contribution from free detergent micelles is very difficult to deal with. We followed the idea of Lipfert et al. and found insignificant effect of free detergent micelles in the SAXS signal [156, 160]. Then, we used some theoretical shape model function to extract the shape and size of PDC in solution. This method provided the information that the detergent micelles of CHAPS and DDM form a belt of corona around the rhodopsin and hence solubilize and stabilize the rhodopsin in its native conformation. According to SAXS results, we characterize the amount of detergent needed to preserve the native conformation of rhodopsin in aqueous solution. However, the mechanism of photoactivation of rhodopsin cannot be studied using SAXS method. Therefore, we used the contrast match SANS technique to eliminate the signal of detergent micelles surrounding the rhodopsin. SANS results revealed the activation mechanism in rhodopsin, which is quite different than what have been observed in its crystal form. The quantitative analysis of SANS data indicate that the rhodopsin active structure has the radius of gyration larger by about 9 Å compared to its inactive conformation. Further, it suggests the oligomerization of rhodopsin in PDC. This result is consistent with other reported results of rhodopsin in its native membrane. Specifically, we propose the two dimers densely packed together to form a tetramer in PDC. Such oligomerization is crucial for the rapid activation of its cognate G protein, transducin. Therefore, it should be noted that SAXS and SANS cannot be just considered as complementary tools to other methods. Regardless of low-resolution information, SAXS and SANS provided
the information about the arrangement of rhodopsin-detergent complex and the mechanism of rhodopsin activation, which was not reported before. Similarly, in chapter 6, we used SAXS technique to investigate the conformational change in periplasmic ligand-binding proteins, MppA upon bound to peptide. Due to low resolution of SAXS, the measurements do not show any significant change in MppA structure, when it is bound to the peptide. However, the 3D reconstruction of MppA conformation calculated using \textit{ab-intio modeling}, perfectly matches it crystal structure.

\textbf{7.2 Significance of $\beta$-relaxation dynamics of proteins}

Although the biological processes such as the enzyme catalysis and ligand binding are slow phenomena occurring in the time range of few microseconds to milliseconds, the fast motion in the time scale of few picoseconds to nanoseconds, also known as $\beta$-relaxation dynamics are crucial for biological functions. The $\beta$-relaxation dynamics provides the necessary conformational flexibility to protein, as a result of which, slow processes take place. Quasi-elastic neutron scattering (QENS) is the unique tool to probe the $\beta$-relaxation dynamics in protein since this technique measures the single-particle correlation function of hydrogen atom in protein, where more than 50\% of the atoms in protein is hydrogen.

Using QENS, we studied the $\beta$-relaxation dynamics of deep-sea hyperthermophilic protein and model mesophilic protein mimicking the similar environment deep under the sea. The $\beta$-relaxation dynamics revealed that the hyperthermophilic protein from deep-sea preserves its conformational flexibility and maintain its enzymatic activity under high pressure and temperature, which is supposedly due to its highly symmetric and closed oligomeric structure. On the other hand, the mesophilic protein loses its conformational flexibility and physiological dynamic behavior under such extreme conditions due to pressure-driven vol-
ume reduction of intramolecular spacing. Furthermore, the $\beta$-relaxation dynamics revealed the mechanism of activation of G-protein-coupled receptor induced by retinal cofactor. Such dynamics show a broadly distributed relaxation of hydrogen atom dynamics in membrane protein, rhodopsin crucial for biological activity, as only observed for globular proteins previously. Interestingly, the QENS results indicate the significant differences in the intrinsic protein dynamics of the dark-state rhodopsin versus the ligand-free apoprotein, opsin, which is due to the influence of the covalently bound retinal ligand. As a novel approach, we introduced the idea of $\beta$-relaxation dynamics to construct a generic free-energy landscape that explains the dynamical properties of thermophilic protein under high pressure and temperature, and the intrinsic dynamics of ligand-bound and ligand-free conformations of GPCR.

7.3 Implications of collective vibrations to enzyme function

Another major challenge in protein science is to understand the correlation between the rapid fluctuations of the order of femtoseconds and enzyme catalysis, which is very less understood. Therefore, the collective excitations due to the protein secondary structure have been of considerable interest in the past few years. With the use of state-of-the-art inelastic neutron and X-ray scattering techniques, we studied and revealed the glass-like low-frequency collective excitations in protein. Such excitations provide the notion of protein softness and flexibility that are ultimately related to the activity of protein. The data suggested the existence of both propagating and non-propagating collective modes exist in protein on the length scale larger and shorter than the protein secondary structure, respectively that help to overcome the conformational barrier, crucial for enzyme catalysis. The apparent softening of protein with rise in temperature revealed the conformational flexibility for biological activity. In addition, the results showed that the collective excitations
are structure-dependent as confirmed by the analogous behavior of static structure factor and phonon dispersion curves with respect to temperature and hydration. Furthermore, the non-propagating localized phonon-like excitations suggest that the protein becomes softer due to breakdown of weak non-covalent bonds (responsible for preserving the native conformation) upon thermal denaturation. Thus, these results provide the notion that the protein requires necessary rigidity along with flexibility for the enzyme activity.
Figure A.A.1: Comparison of SAXS intensities calculated by subtracting the buffer and buffer plus detergent signal from the protein-detergent complex (PDC), which indicates that the intensity of buffer and buffer plus detergent is much low compared to that of PDC.
Figure A.B.1: The contour plots of inelastic neutron scattering (INS) raw data collected from dry and hydrated samples of green fluorescent protein (GFP) at all the measured temperatures from 150 K to 270 K with temperature step of 10 K.
APPENDIX C  PROJECTS NOT INCLUDED ON THIS DISSERTATION

C.1  Role of Antifreeze Glycoproteins in Preventing Ice-formation

C.1.1  Scientific importance

Antifreeze glycoproteins (AFGPs) are the important biological complex and a novel set of proteins that can prohibit the formation of ice. The AFGPs can be extracted from the blood plasma of Antarctic notothenioid and northern cod. These proteins consist of the repeating tripeptide units of (Ala-Ala-Thr)n with little sequence alteration. The basic purpose of these types of proteins is to help the fish to endure in subzero temperature. The blood serums of these fish become frozen at -2 °C that is 1 °C below the melting point and create the non-equilibrium, termed as thermal hysteresis (TH). TH is responsible for the activity of these proteins. It is observed that threonine residues in Antifreeze protein (AFP) play a significant role and their hydroxyl groups might be responsible for the high interaction of AFP to the ice crystals [260–262]. Besides the academic point of view, numerous biomedical and commercials applications are there to justify the study of the AFGPs for a detailed understanding of its unique characteristics. For example, its understanding can be enormously helpful for prohibiting the recrystallization of ice, synthesizing new cryoprotectants for the conservation of tissues, cells and food storage [263]. We recently studied the protein dynamics to see whether and how these AFGPs behave above and below the ice-point temperature compared to other proteins.

C.2  Interaction of Water and Biomolecules with Nanodiamond Surfaces

C.2.1  Scientific importance

Diamond is an outstanding material in many respects. Moreover, nanodiamond (ND) inherits the most of the superior properties of bulk diamond and delivers them at the nanoscale. These properties include superior hardness and Young’s modulus, biocompatibility, optical properties and fluorescence due to Nitrogen-Vacancy (NV) centers, high thermal conductivity, electrical resistivity, chemical stability, and the resistance of ND to harsh environments [264]. In past years, scientists have explored the potential of ND for biomedical applica-
tions, such as protein mimics [264] and drug delivery in cancer treatment [265]. The ND has excellent properties needed for drug delivery platform, such as high biocompatibility, the ability to carry a broad range of therapeutics, dispersibility in water and scalability, and the potential for targeted therapy - possibly in combination with imaging [264]. The large and fully available surface of ND particles, terminated with a large number of tunable functional groups, enables high drug loadings through different mechanisms ranging from adsorption to covalent binding. Showcasing bovine serum albumin (BSA), it has been recently shown [266] that the surface functional groups are a key parameter for the protein sorption behavior in template carbon nanotubes with controlled diameter. However, for a practically important drug delivery system such as ND, current literature lacks systematic studies of the interactions among ND surfaces, biomolecules, and water which are imperative to establish a basic understanding of the mechanisms that will determine and limit the biomedical application of ND [267]. Recent advances in purification, deagglomeration, and surface modification of NDs [264] open new exciting possibilities for studying the biomolecules-carbon nanoparticle interactions using ND as a model nanomaterial composed of stable, nearly spherical particles, fully tunable surface chemistry, and with a great potential for biomedical applications. As the first step, we used the quasi-elastic neutron scattering to understand the interaction of hydration shell with the ND surfaces.

C.3 Dynamics of tRNA and its Hydration Water on 3D Graphene Foams

C.3.1 Scientific importance

Three Dimensional (3D) graphene foams (3D-GFs) are graphene-based composites and macroscopic structures, which can be fabricated by template-directed chemical vapor deposition (CVD) method [268]. 3D-GFs have a macroscopic foam-like appearance and are highly compressible and ultralight due to their unique structure assembled from 2D graphene sheets [269]. Different from structures formed with small pieces of chemically derived graphene sheets, CVD grown 3D-GF is a monolith of a graphene network, and all the graphene sheets within 3D-GF are in direct contact with each other without breaks, but at the same time
are well separated [268]. Therefore, the charge carriers can move rapidly with a low barrier through the continuous CVD graphene building blocks [268, 269]. Up to now, 3D-GF has shown extraordinary electrical and mechanical properties and has been utilized in electronics and energy storage/conversion systems [268, 270]. The recent study has reported that 3D-GFs offer a powerful platform for neural stem cells research, neural tissue engineering, and neural prostheses [271]. Although 3D-GF is a relatively new material and its biomedical applications are still under investigation, graphene-based nanomaterials have been successfully demonstrated as biocompatible materials in a broad range of biomedical applications, including biosensing, bioimaging, drug/gene delivery, and cell culture scaffolds [272, 273].

The drug delivery functionality of nanomaterials is highly impacted by the interactions between biomolecules and nanomaterial surfaces. Nanomaterials in contact with biological fluids are covered by a selected group of biomolecules to form a corona that interacts with biological systems [274, 275]. Using bovine serum albumin (BSA), it has been recently shown [266] that the surface functional groups are a key parameter for the protein adsorption behavior in template carbon nanotubes with controlled diameter. However, the study of the structure and dynamics of the corona interface remains challenging and no traditional methods at present can resolve the puzzle [275]. Recently, we studied the dynamic behavior of tRNA on the surface of 3D-GFs in the presence of hydration shell using quasi-elastic neutron scattering technique.
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Protein conformational dynamics are believed to ultimately govern the biological activities and functions of proteins. Hence, a deeper understanding of the protein dynamics is crucial for elucidating the structural pathways or the transition mechanisms necessary for regulating the physical and chemical processes. The direct correlation of a wide range of protein dynamics to function still remains unclear, posing a major challenge to biophysical community. In this dissertation, the relationships among the protein’s conformation, dynamics and function are investigated using the state-of-the-art neutron and X-ray scattering techniques. Taking the advantage of comparable wavelength or momentum of neutron and X-ray to that of the atoms within biomolecules, we studied the protein dynamics at the molecular level over the timescale of a few femtoseconds to nanoseconds regime. Our results demonstrate that the protein dynamic behavior is similar to that of glass forming liquids, where the relaxation process is non-exponential and the collective excitations are highly damped. Specifically, picosecond to nanosecond dynamics, also known as beta-relaxation process decays logarithmically over the time. Remarkably, such dynamic phenomena revealed the direct experimental evidences of structure-dynamics-function relationship of a
large variety of protein family, such as a large hyperthermophilic protein, a membrane protein, and the native and denatured globular proteins.

First, we used quasi-elastic neutron scattering (QENS) to study the dynamics of a hyperthermophilic protein from the deep-sea on the timescale of picosecond to nanosecond, and revealed that the dynamic property of a mesophilic protein is largely affected by the high pressure and temperature. Specifically, high pressure distorts the protein energy landscape and therefore the activity, while the hyperthermophilic protein restrains such effects.

Next, the mechanisms of light activation of a G-protein-coupled receptor (GPCR) prototype, rhodopsin, were studied using small-angle neutron scattering (SANS) and QENS. The SANS data indicated the large conformational change in rhodopsin upon photoactivation; the QENS results revealed the significant difference in the intrinsic protein dynamics between the dark-state rhodopsin and the ligand-free apoprotein, opsin. These observed conformational and dynamical differences in rhodopsin upon photoactivation are due to the influence of the covalently bound retinal chromophore. Eventually, we successfully applied the concept of generic energy landscape based upon the dynamic behavior possessed by the proteins to explain their activities.

In the third project, the phonon-like collective excitations in proteins were investigated using inelastic neutron and X-ray scattering techniques. Such excitations correspond to the intrinsic protein dynamics necessary to overcome the conformational barriers, crucial for enzyme catalysis and ligand-binding. Our data show the apparent softening of protein with rise in temperature, corresponding to the protein conformational flexibility. Specifically, our results suggest that the native globular protein balances the protein conformational flexibility and rigidity for the biological activity.
Lastly, we used small-angle X-ray scattering (SAXS) to study the conformational change in periplasmic ligand-binding protein (PBP) upon bound to peptide. The three-dimensional shape reconstruction of a periplasmic protein MppA computed from SAXS intensity profile using ab-initio modeling perfectly matches its crystal structure.
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