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The exact expressions and some recurrence relations are derived for marginal and joint moment generating functions of $k^{th}$ lower record values from Topp-Leone Generated (TLG) Exponential distribution. This distribution is characterized by using the recurrence relation of the marginal moment generating function of $k^{th}$ lower record values.
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Introduction

The Topp-Leone (TL) distribution was introduced by Topp and Leone (1955). Nadarajah and Kotz (2003) obtained algebraic expressions of the hazard rate and moments. The density and distribution function of TL distribution is given by

\[
F(x) = \left[ x(2-x) \right]^\alpha, \quad 0 \leq x < 1, \quad 0 < \alpha < 1,
\]

\[
f(x) = 2\alpha x^{\alpha-1}(1-x)(2-x)^{\alpha-1}, \quad 0 \leq x < 1, \quad 0 < \alpha < 1.
\]
Properties of this distribution, such as the distributions of sums, products and ratios (Zhou, 2006); behaviour of kurtosis (Kotz & Seir, 2007); record values (Zghoul, 2011); moments of order statistics (Genc, 2012); stress strength reliability (Khan & Arshad, 2016) were examined. The TL distribution is widely applicable and useful distribution, but because of the restriction on its support set \((0 < x < 1)\) and having only one parameter, it cannot be used for lifetime modeling.

To overcome these drawbacks, a generalization of TL distribution was presented by Razaei et al. (2017) by using a baseline distribution function as \([G(x, \xi)]^\theta\) in Topp-Leone distribution. This new family of distributions is called the Topp-Leone generated family of distributions. The support set of this family of distributions is on the real line \(\mathbb{R}\) and also having one extra parameter makes this distribution very flexible, making it useful for lifetime modeling problem.

Consider \(G(x/\theta)\) as the baseline distribution function of scale family where \(\theta\) is a scale parameter. The distribution function of the Topp-Leone generated family of distributions is

\[
F(x) = [G(x/\theta)(2-G(x/\theta))]^\alpha, \quad \alpha > 0, \theta > 0, \ x \in \mathbb{R}.
\]

The exponential distribution is a special case of \(G(x/\theta)\) with distribution function (df)

\[
G(x/\theta) = 1-e^{-x/\theta}, \quad \theta > 0, x > 0.
\]

The Topp-Leone Generated Exponential (TLG-Exponential) distribution is given as

\[
F(x) = (1-e^{-2x/\theta})^\alpha, \quad \alpha > 0, \theta > 0, x > 0,
\]

\[
f(x) = \frac{2\alpha}{\theta} e^{-2x/\theta} (1-e^{-2x/\theta})^{\alpha-1}, \quad \alpha > 0, \theta > 0, x > 0.
\]

The relation between \(F(x)\) and \(f(x)\) is

\[
F(x) = \frac{\theta}{2\alpha} [e^{x/\theta} - 1] f(x)
\]  

Record values arise naturally in many real life applications involving data related to economic, sports, weather and life testing problems. The statistical study of record values started with Chandler (1952). Let \(\{X_n, n \geq 1\}\) be a sequence of independent and identically distributed (iid) random variables with distribution function (df) \(F(x)\) and probability density function (pdf) \(f(x)\). The \(j^{th}\) order statistic of a sample \(X_1, X_2, \ldots,\)
\[X_{n}\] is denoted by \(X_{j:n}\). For a fixed \(k \geq 1\), we define the sequences \(\{L_{n}^{(k)}\}_{n \geq 1}\) of \(k\)th lower record times of \(\{X_{n}, n \geq 1\}\) as:

\[
L_{1}^{(k)} = 1
\]

\[
L_{n+1}^{(k)} = \min \{ j > L_{n}^{(k)} : X_{j} > X_{L_{n}^{(k)},L_{n}^{(k)}+1} \}
\]

For \(k = 1\) and \(n = 1, 2, \ldots\), write \(L_{n}^{(1)} = L_{n}\). Then \(\{L_{n}, n \geq 1\}\) is the sequence of record times of \(\{X_{n}, n \geq 1\}\). The sequence \(\{Y_{n}^{(k)}, n \geq 1\}\), where \(Y_{n}^{(k)} = X_{L_{n}^{(k)}}\), is called the sequence of \(k\)th upper record values of \(\{X_{n}, n \geq 1\}\). For convenience, we shall also take \(Y_{0}^{(k)} = 0\). For \(k = 1\), \(Y_{n}^{(1)} = X_{n}, n \geq 1\), which are the record values of \(\{X_{n}, n \geq 1\}\) (Ahsanullah, 1995). Moreover, \(Y_{1}^{(k)} = \min(X_{1}, X_{2}, \ldots, X_{k}) = X_{1:k}\). Then, the pdf of \(Y_{n}^{(k)}\) and the joint pdf of \(Y_{m}^{(k)}\) and \(Y_{n}^{(k)}\) are:

\[
f_{Y_{n}^{(k)}}(x) = \frac{k^{n}}{(n-1)!} [-\ln F(x)]^{n-1}[F(x)]^{k-1} f(x), \quad (2)
\]

\[
f_{Y_{m}^{(k)}, Y_{n}^{(k)}}(x, y) = \frac{k^{n}}{(m-1)!(n-m-1)!} [-\ln F(x)]^{m-1} \frac{f(x)}{F(x)} [-\ln F(y) + F(x)]^{n-m-1} \\
\times [F(y)]^{k-1}f(y), \quad x < y, \quad 1 \leq m < n, \quad n \geq 2 . \quad (3)
\]

Various recurrence relations of single and product moments of record values are obtained for example: generalized Pareto distribution (Balakrishnan & Ahsanullah, 1994) and generalized extreme value distribution (Balakrishnan et al. 1993, and others). Recurrence relations for single and product moments of \(k\)th record values are also obtained for different distributions such as the Gumbel distribution (Pawlas & Syznan, 1998), Inverse Weibull distribution (Pawlas & Syznan, 2000) and the linear exponential distribution (Saran & Singh, 2008). Kamps (1998) investigated the importance of recurrence relations of order statistics in characterization.

In the present study, some explicit expressions and recurrence relations are established for the marginal and joint moment generating functions of \(k\)th lower record values from the TLG-Exponential distribution. A characterization of this distribution has also been obtained by using a recurrence relation of marginal moment generating functions.

**Relations for Marginal Moments Generating Functions**

First, establish explicit expression for marginal moment generating function of \(k\)th lower record values \(M_{X_{(j:n)}}(t)\). Using (2),
\[ M_{X_{i+j}}(t) = \frac{k^n}{(n-1)!} \int_0^\infty e^n \left[ F(x) \right]^{k-1} \left[ -\ln F(x) \right]^{n-1} f(x) \, dx. \] (4)

By setting \( z = \left[ F(x) \right]^{1/\alpha} \) in (4),
\[ M_{X_{i+j}}(t) = \frac{k^n}{(n-1)!} \int_0^1 (1-z)^{-\theta/2} z^{k+1-\alpha} (-\ln z)^{n-1} \, dz \] (5)

On using the Maclaurin’s series expansion, \((1-z)^{-\theta/2} = \sum_{p=0}^\infty \frac{(\theta t/2)^p}{p!} z^p\), where,
\[
(\theta t/2)^p = \begin{cases} \theta t/2(\theta t/2 + 1) \ldots (\theta t/2 + p - 1), & p = 1, 2, \ldots \\ 1, & p = 0 \end{cases}
\]

On integrating the expression of (5),
\[ M_{X_{i+j}}(t) = k^n \alpha^n \sum_{p=0}^\infty \frac{(\theta t/2)^p}{p!} \left( \frac{1}{k\alpha + p} \right)^n, \quad t \neq 0. \] (6)

**Remark 1** By setting \( k = 1 \) in (6), the explicit expression of marginal moment generating function of lower record values may be deduced from this distribution.
\[ M_{X_{i+j}}(t) = \alpha^n \sum_{p=0}^\infty \frac{(\theta t/2)^p}{p!} \left( \frac{1}{\alpha + p} \right)^n, \quad t \neq 0. \]

**Theorem 1** For positive integers \( i, j = 0, 1, \ldots \)
\[ M^{(j)}_{X_{i+j}}(t) = M^{(j)}_{X_{i+j}}(t) - \frac{\theta j}{2ak} M^{(j-1)}_{X_{i+j}}(t + \frac{2}{\theta}) + \frac{\theta}{2ak} \left[ jM^{(j-1)}_{X_{i+j}}(t) - tM^{(j)}_{X_{i+j}}(t + \frac{2}{\theta}) \right]. \] (7)

**Proof:** From (2),
\[ M_{X_{i+j}}(t) = \frac{k^n}{(n-1)!} \int_0^\infty e^n \left[ F(x) \right]^{k-1} \left[ -\ln F(x) \right]^{n-1} f(x) \, dx. \] (8)

Integrating (8) by taking \( \left[ F(x) \right]^{k-1} f(x) \) as the part to be integrated and rest for differentiation,
\[ M_{X_{i+j}}(t) = M_{X_{i+j}}(t) - \frac{t}{k} \frac{k^n}{(n-1)!} \int_0^\infty e^n \left[ F(x) \right]^{k-1} \left[ -\ln F(x) \right]^{n-1} f(x) \, dx. \]

By using the relation (1) and then simplifying the resulting expression, obtain the relations for marginal moment generating function given in (9)
TOPP-LEONE GENERATED EXPONENTIAL DISTRIBUTION

\[ M_{X_{k;e^\theta}}(t) \left[ 1 - \frac{\theta t}{2\alpha k} \right] = M_{X_{k;e^\theta}}(t) - \frac{\theta t}{2\alpha k} M_{X_{k;e^\theta}}\left(t + \frac{2}{\theta}\right) \]  \hspace{1cm} (9)

Differentiating equation (9) \( j \) times with respect to \( t \) and obtain the required result given in (7).

By differentiating both sides of equation (7) with respect to \( t \) and then setting \( t = 0 \), obtain the recurrence relations for single moment of \( k^{th} \) lower record values from TLG-Exponential distribution as

\[ E\left(X_{L(n);k}^j\right) = E\left(X_{L(n-1);k}^j\right) + \frac{\theta j}{2\alpha}\left\{ E\left(X_{L(n);k}^{j-1}\right) - E\left(\varphi\left(X_{L(n);k}\right)\right)\right\} , \]

where

\[ \varphi(x) = x^{j-1}e^{2x/\theta} \]

**Remark 2** By setting \( k = 1 \) in (9), deduce the recurrence relation for marginal moment generating functions of lower record values from the TLG-Exponential distribution.

**Relations for joint moment generating functions**

On using (3), the explicit expression for the joint moment generating function of \( k^{th} \) lower record values is

\[ M_{X_{l(n);a;k}}(t_1, t_2) = \frac{k^n}{(m-1)!(n-m-1)!} \int_0^\infty e^{t_1 x} \left[ - \ln F(x) \right]^{m-1} \frac{f(x)}{F(x)} I(x) dx \]  \hspace{1cm} (10)

where,

\[ I(x) = \int_0^x e^{t_2 y} \left[ - \ln F(y) + \ln F(x) \right]^{n-m-1} \left[ F(x) \right]^{-k-1} f(y) dy . \]

After integrating \( I(x) \) and then simplifying,

\[ I(x) = \sum_{a=0}^{\infty} \frac{(t_2 \theta / 2)_a}{a!} \left[ F(x) \right]^{a+1} \frac{\Gamma(n-m)}{(a/\alpha+1)^{n-m}} . \]

Substituting the above expression of \( I(x) \) in (10) and simplifying the resulting equation, obtain

\[ M_{X_{l(n);a;k}}(t_1, t_2) = k^n \alpha^n \sum_{a=0}^{\infty} \sum_{b=0}^{\infty} \frac{(t_1 \theta / 2)_b (t_2 \theta / 2)_a}{b! a!} \frac{1}{(a/\alpha+1)^{n-m}} \frac{1}{(a+b+k\alpha)^n} \]  \hspace{1cm} (11)
Remark 3 By setting $k = 1$ in eqn (11), deduce the explicit expression for joint moment generating function for lower record values from this distribution as

$$M_{X_{l(n,n),kl}}(t_1, t_2) = \alpha^n \sum_{a=0}^{\infty} \sum_{b=0}^{\infty} \frac{(t_1 \theta / 2)^a}{b!} \frac{(t_2 \theta / 2)^b}{a!} \frac{1}{(a/b + 1)^m} \left(a + b + \alpha\right)^m.$$  

Theorem 2 For $1 < m < n - 2$, $i, j = 1, 2, \ldots$

$$M_{X_{l(n,n),j}}^{(i,j)}(t_1, t_2) \left[1 - \frac{\theta t_2}{2\alpha k}\right] = M_{X_{l(n,n),j}}^{(i,j)}(t_1, t_2) - \frac{\theta j}{2\alpha k} M_{X_{l(n,n),j}}^{(j)}\left(t_1, t_2 + \frac{2}{\theta}\right) + \frac{\theta}{2\alpha k} \left[jM_{X_{l(n,n),j}}^{(j-1)}(t_1, t_2) - t_2 M_{X_{l(n,n),j}}^{(j)}\left(t_1, t_2 + \frac{2}{\theta}\right)\right]$$

Proof: For $1 \leq m \leq n - 2$, $i, j = 1, 2, \ldots$

$$M_{X_{l(n,n),j}}(t_1, t_2) = \frac{k^n}{(m-1)!(n-m-1)!} \int_0^\infty e^{i x} \left[-\ln F(x)\right]^{m-1} \frac{f(x)}{F(x)} G(x) dx,$$  

where,

$$G(x) = \int_0^x e^{2y} \left[-\ln F(y) + \ln F(x)\right]^{m-1} \left[F(x)\right]^{k-1} f(y) dy.$$  

Integrating $G(x)$ by parts and substituting the resulting expression in (13), relations for joint moment generating function given in (14) is

$$M_{X_{l(n,n),j}}(t_1, t_2) \left[1 - \frac{t_2 \theta}{2\alpha k}\right] = M_{X_{l(n,n),j}}(t_1, t_2) - \frac{t_2 \theta}{2\alpha k} M_{X_{l(n,n),j}}(t_1, t_2 + \frac{2}{\theta})$$

Differentiating equation (14) $j$ times with respect to $t$ and we get the required result given in (12).

By differentiating both sides of equation (12) with respect to $t$ and then setting $t = 0$, we obtain the recurrence relations for product moments of $k$th lower record values from TLG-Exponential distribution.

$$E\left(X^{i,j}_{l(n,n),kl}\right) = E\left(X^{f}_{l(n,n),kl}\right) + \frac{\theta j}{2\alpha k} \left[E\left(X^{j+1}_{l(n,n),kl}\right) - E\left(\varphi\left(X^{j}_{l(n,n),kl}\right)\right)\right],$$

where

$$\varphi(x, y) = x^y e^{2y/\theta}.$$
Remark 4 By setting $k = 1$ in eqn (14), deduce the explicit expression for joint moment generating function of lower record values from this distribution

$$M_{X_{i(n)}, (t_1, t_2)} \left(1 - \frac{t \theta}{2 \alpha}\right) = M_{X_{i(n-1)}, (t_1, t_2)} - \frac{t \theta}{2 \alpha} M_{X_{i(n)}, (t_1, t_2 + \frac{2}{\theta})}$$

Characterization

Theorem 3 Let $X$ be a non-negative random variable having an absolutely continuous distribution function $F(x)$ with $F(0) = 0$ and $0 < F(x) < 1$ for all $x > 0$, then

$$M_{X_{(i)}, (t)} = M_{X_{(i-1)}, (t)} - \frac{\theta t}{2 \alpha k} M_{X_{(i)}, (t + \frac{2}{\theta})} + \frac{\theta t}{2 \alpha k} M_{X_{(i-1)}, (t)}$$

If and only if,

$$F(x) = \left(1 - e^{-\frac{x}{\alpha \theta}}\right)^{\alpha}, \quad x > 0, \alpha, \theta > 0.$$ 

Proof: The necessary part follows immediately from eqn (9). However, if the recurrence relation in eqn (15) is satisfied then using eqn (2)

$$\frac{k^\alpha}{(n-1)!} \int_0^\infty e^{\alpha \left[-\ln F(x)\right]^{\alpha-1}} f(x) dx = \frac{(n-1)k^\alpha}{k(n-1)!} \int_0^\infty e^{\alpha \left[-\ln F(x)\right]^{\alpha-1}} f(x) dx - \left(\frac{t \theta}{2 \alpha k (n-1)!}\right) e^{\alpha \left[-\ln F(x)\right]^{\alpha-1}} f(x) dx$$

Integrating the first integral on R.H.S. of eqn (16),

$$\frac{k^\alpha}{(n-1)!} \int_0^\infty e^{\alpha \left[-\ln F(x)\right]^{\alpha-1}} f(x) dx = \frac{t \theta}{2 \alpha k} \int_0^\infty e^{\alpha \left[-\ln F(x)\right]^{\alpha-1}} f(x) dx + \frac{k^\alpha}{(n-1)!} \int_0^\infty e^{\alpha \left[-\ln F(x)\right]^{\alpha-1}} f(x) dx - \frac{t \theta}{2 \alpha k} \int_0^\infty e^{\alpha \left[-\ln F(x)\right]^{\alpha-1}} f(x) dx$$

Applying generalization of the Müntz-Szász Theorem (Hwang & Lin (1984))
\[
\frac{F(x)}{f(x)} = \frac{\theta}{2\alpha} \left( e^{2x/\theta} - 1 \right)
\]
which proves

\[
F(x) = \left( 1 - e^{-2x/\theta} \right)^\alpha \quad x > 0, \alpha, \theta > 0.
\]
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