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CHAPTER 1 INTRODUCTION

The content posted on online consumer review platforms contains a wealth of

information, which besides positive and negative judgments about product features

and services, often includes specific suggestions for their improvement and root causes

for customer dissatisfaction. Such information, if accurately identified, could be of

immense value to businesses. Although previous research on consumer review analysis

has resulted in accurate and efficient methods for classifying reviews according to

the overall sentiment polarity [26], segmenting reviews into aspects and estimating

the sentiment score of each aspect [33], as well as summarizing both aspects and

sentiments towards them [16, 30, 31, 29], more focused types of review analysis, such

as detecting the intent or the timing of reviews, are needed to better assist companies

in making business decisions. One such problem is separating the reviews (or review

fragments) written by the users after purchasing and using a product or a service

(which we henceforth refer to as “post-purchase” reviews) from the reviews that are

written by the users, who shared their expectations or results of research before

purchasing and using a product (which we henceforth refer to as “pre-purchase”

reviews).

We hypothesize that effective separation of these two types of reviews (or review

fragments) can allow businesses to better understand the aspects of products and

services, which the customers are focused on before and after the purchase and tailor

their marketing strategies accordingly. It can also allow businesses to measure the ex-

tent to which customer expectations are met by their existing products and services.

Furthermore, “post-purchase” reviews, particularly the negative ones, can be consid-

ered as “high priority” reviews since they provide customer feedback, which needs

to be immediately acted upon by manufacturers. Such feedback typically contains

reports of malfunctions, as well as poor performance of products that are already on

the market. Pre-purchase reviews, on the other hand, are likely to be written for ex-
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pensive products that are major purchasing decisions and require extensive research

prior to purchase (e.g. cameras, motorcycles, boats, cars, etc.). Such products often

have a community of enthusiasts, who often post reviews of the product models they

have only heard or read about.

In this work, we introduce a novel text classification problem of separating pre-

purchase from post-purchase consumer review fragments. While, in some cases, the

presence of past tense verb(s) or certain keywords in a given review fragment provides

a clear clue about its timing with respect to purchasing (e.g. “excellent vehicle, great

price and the dealership provides very good service”), other cases require distinguish-

ing subtle nuances of language use and making inferences. For example, although the

past tense verbs in “The new Ford Explorer is a great looking car. I heard it has

great fuel economy for an SUV” and “so far this is the best car I tested” indicate prior

experience, these review fragments are written by the users, who didn’t actually pur-

chase the products. Despite an overall positive sentiment of these review fragments,

they provide no specific information to the manufacturer about how these cars can

be improved. On the other hand, while the fragment “If I could, I would have two”

refers to the future, it is clearly post-purchase.

To address the proposed problem, we evaluate the effectiveness of the features

based on dictionaries and part-of-speech (POS) tags, in addition to the lexical ones.

The key contributions of this work are two-fold:

1. We introduce a novel review analysis problem and provide a publicly available

gold standard to evaluate the approaches to solve it;

2. We experimentally demonstrate that using both dictionary and POS pattern-

based features allows to improve the performance of classifiers for this problem

relative to using either of these feature types or lexical features alone.

The rest of the thesis is structured as follows. In chapter 2, we provide background
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about machine learning and natural language processing. Chapter 3 provides an

overview of previous related work. Chapter 4 describes the details of the experimental

setup, while chapter 5 presents our main results. Chapter 6 discusses the results

and chapter 7 summarizes the key contributions of this work and outlines future

directions.
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CHAPTER 2 MACHINE LEARNING AND NATURAL LANGUAGE

PROCESSING FUNDAMENTALS

2.1 Machine Learning (ML)

Machine learning (ML) is an algorithm that provides the capability of a computer

system to learn on the basis of their own previous experience and act accordingly

without being explicitly programmed. Over the last decade, machine learning has

been applied in a wide range of applications. One of the most well-known examples is

facebook and google news feed. Beside that machine learning is also utilized in virtual

personal assistants, GPS navigation, effective web search, self-driving cars, speech

recognition, cancer prognosis and prediction [21, 5, 15, 19]. It is so widely used in the

daily life that we probably used a dozen of machine learning based application per

day without knowing it. Machine learning is also pervasive in enterprise applications

such as online product recommendations or fraud detection [20, 23]. Sometimes,

a customer service chatbot is integrated into e-commerce websites to assist their

customer for shopping [8]. Customer relationship management (CRM) systems use

machine learning models to analyze email and inform sales team members to respond

to the most important messages first. More advanced systems can even recommend

potentially effective responses. ML models also used to analyze customers feedback

and suggestion and rely on this knowledge to improve their products [9]. Machine

learning algorithms are categorized into supervised, unsupervised, semi-supervised

and reinforcement learning.

2.1.1 Supervised Learning

Supervised learning algorithm allows a computer application to learn from the

given input and desired output and the algorithm will apply this knowledge to make

a prediction for new data. Therefore, human intervention is required to collect the

labeled data. Data scientist or data analyst determine which variables, or features,

the model should analyze and use to develop predictions. All classification and regres-
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sion algorithms such as linear regression, logistic regression, support vector machine,

decision tree and naive bayes are examples of supervised learning.

2.1.2 Unsupervised Learning

Unsupervised algorithms do not need labeled data for training instead the algo-

rithm is used to discover the underlying structure of the data. Since the outcomes

are unknown, evaluation of unsupervised machine learning algorithms is more chal-

lenging. A typical example of unsupervised machine learning algorithms is k-means

clustering, hierarchical clustering and dimensionality reduction, which were utilized

by many applications include anomaly detection and feature learning [35, 6].

2.1.3 Semi-supervised Learning

Labeled data are expensive because it requires an expert to manually labeling

the data, which is a tedious and time-consuming process. In addition, too much

labeling can impose human biases on the model. On the other hand, unlabeled data

are cheaper and most of the real world data are unlabeled. To utilize a huge amount

of unlabeled data, a combination of supervised and unsupervised learning is utilized

known as semi-supervised learning. For semi-supervised learning, we need a small

amount of labeled data for a large amount of unlabeled data. For that reason, semi-

supervised learning is often utilized for webpage classification, speech recognition, or

even for genetic sequencing [32, 24].

2.1.4 Reinforcement Learning

Reinforcement learning is a learning algorithm, in which an agent learns in a new

environment by taking action and seeing the results. When the agent receives a reward

we measure the agents action as success otherwise penalize it. Reinforcement learning

applied on many applications include robotics, traffic light control and optimizing

chemical reactions [34, 18, 2].
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2.2 Training Algorithms

A learning algorithm is used to train an ML model to learn from training data.

The training dataset contains the label of the input data, which is known as a target

or target attribute. The main objective of the training algorithm is to learn a function

from given training data by minimizing loss, where mean squared error (MSE) and

cross entropy often used as loss functions for regression and classification task, respec-

tively. Model parameters are estimated by minimizing the loss during the training.

Example of some training algorithms is gradient descent, mini-batch gradient descent

and online learning [13].

2.2.1 Underfitting

A simple model often suffers from high bias by the assumption of simplicity is

called underfitting. In this case, the trained model doesn’t learn enough correlations

between independent variables or predictors and dependent variable or target. It does

not fit the training data as well. To resolve this issue, a complex function should be

learned such as higher degree polynomial should be learned instead of a simple linear

model.

2.2.2 Overfitting

When a trained model finds a correlation from training dataset that may not exist,

this would be called overfitting. In this case, the model achieves a high variance to

learn a complex function by adopting the given training inputs. The possible solution

to this problem is to use more data or use regularization so that the model will not

be able to learn a complex function from the training dataset.

2.3 Regularization

Regularization is an important concept in machine learning used to solve the

overfitting problem. Regularizations techniques reduce the generalization error by

fitting a function appropriately on the given training dataset. Without a substantial
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increase in its bias, this technique significantly reduces the variance of the model.

Regularization is applied by adding an additional penalty term in the error function.

The additional term controls the model function such that the coefficients dont take

very large values.

2.3.1 L2-Regularization or Ridge Regression

The Ridge regression is also known as L2-regularization uses L2 norm for regular-

ization. Ridge regression adds a squared magnitude of coefficient as a penalty term

to the loss function. L2-regularization corresponding to Gaussian prior and inclines

to spread error among all variables.

2.3.2 L1-Regularization or Lasso Regression

The lasso regression is also known as L1-regularization uses L1 norm for regular-

ization. L1-regularization corresponds to Laplacian prior and spreads error among a

few independent variables. Lasso regression adds the absolute value of the magnitude

of coefficient as a penalty term to the loss function. The main difference between

ridge and lasso regression is a shape of the constraint region. The main advantage of

using lasso regression is that it shrinks the less important features coefficient to zero.

Therefore, it works well for feature selection and widely used when we have a huge

number of features.

2.4 Evaluation Metrics

We report standard metrics of accuracy, precision, recall and F1-measure to eval-

uate the performance of the classifiers.[1] The results are reported based on k-fold

cross-validation (one fold was used as a test set and the remaining k-1 folds were used

as a training set) and weighted macro-averaging over the folds. In the following sec-

tion, accuracy, precision, recall and F1-measure are defined in terms of true positive

(TP), false positive (FP) and false negative (FN). A true positive (TP) was counted

when the method correctly classified an instance into its actual class; a false positive
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(FP) was counted for a class when the method incorrectly classified an instance into

that class; a false negative (FN) for an actual class of instance was counted when the

method incorrectly classified the instance into other class.

2.4.1 Accuracy

Accuracy is the number of instances correctly predicted divided by the total num-

ber of predictions made. Accuracy is not enough to measure the performance of a

model because it is misleading for an imbalance dataset such as cancer dataset where

only a small percentage of patients might have cancer. Therefore, additional measures

are required to evaluate the performance of a classifier.

2.4.2 Precision

The precision of a class was defined as the ratio of the numbers of correctly

classified instances and the total number of instances identified as belonging to that

particular class by the classifier. Precision is the measure of relevant or exactness

and this metric is matters for web search results and spam filtering. The goal of the

spam filtering algorithm is to minimize the number of reals emails that are classified

as spam.

Precision =
TP

TP + FP

2.4.3 Recall

Recall of a class was defined as the ratio between the numbers of correctly clas-

sified instances and the total number of instances of that particular class in the gold

standard. The recall is a matter when we don’t care about false positives but really

want to hit every single positive case. For example, if a patient has some of the cancer

symptoms and the prediction model says that the patient has the possibility of having

cancer and need a followup test. After the blood test, if we don’t find a positive result

of cancer then we only lose some money. But if we don’t take it seriously, the patient
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could have cancer and be dead in a month.

Recall =
TP

TP + FN

2.4.4 F1-Measure

F1-measure is used when precision and recall both are equally important. F1-

measure is computed as the harmonic mean of precision and recall. A good F1-

measure indicates that you have both low false positives and low false negatives in

your predictions.

F1−Measure =
2× Precision×Recall
Precision+Recall

2.4.5 K-folds Cross-validation

Machine learning models were usually evaluated by dividing the original dataset

into a training dataset and test dataset. The training dataset is used for training the

model whereas test dataset is used for evaluation of the models performance. The

main problem with this evaluation technique is that it does not give an indication

of how well the learner will generalize to an unseen data set. Cross-validation is a

technique to evaluate predictive models by partitioning the original sample into k

equal size subsamples called fold. The first fold is kept for testing and the model is

trained on k-1 remaining folds. The process is repeated k times and each time different

fold or a different group of data points are used for validation. For classification

problems, one typically uses stratified k-fold cross-validation, in which the folds are

selected so that each fold contains approximately the same proportions of class labels.

2.5 Natural Language Processing (NLP)

Computers work great with standardized and structured data like database tables

and financial records. But humans communicate using words, a form of unstructured

data. The customer provides their feedback about a product in social media or
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product’s websites as a form of natural language. Popular products have thousands

of reviews which are hard for a human to read all these reviews, required thousands

of hours. Therefore, an efficient NLP method required to perform large-scale analysis

using natural language processing. NLP made this task easier for the company to

identify a loyal customer and product issues quickly so that they can create data-

driven strategies.

2.5.1 Part-of-speech (POS) Tagging

Part-of-speech (POS) tagging is a process of labeling words with their appropriate

part-of-speech, where a word is labeled as one of the eight main parts of speech:

noun, pronoun, verb, adverb, adjective, preposition, conjunction and interjection.

POS tags are useful in various NLP tasks including text to speech conversion. If we

know the verb of a sentence then we can estimate that what action(s) the sentence is

talking about, and many NLP systems concentrate on the POS tags when trying to

understand what a text is about.
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CHAPTER 3 RELATED WORK

Although consumer reviews have been a subject of many studies over the past

decade, a common trend of recent research is to move from detecting sentiments and

opinions in online reviews towards the broader task of extracting actionable insights

from customer feedback. One relevant recent line of work focused just on detecting

wishes [14, 28] in reviews or surveys. In particular, Goldberg et al. [14] studied how

wishes are expressed in general and proposed a template-based method for detecting

the wishes in product reviews and political discussion posts, while Ramanand et al.

[28] proposed a method to identify suggestions in product reviews. Moghaddam [22]

proposed a method based on distant supervision to detect the reports of defects and

suggestions for product improvements in online reviews.

Other non-trivial textual classification problems have also been recently studied

the literature. For example, Bergsma et al. [4] used a combination of lexical and

syntactic features to detect whether the author of a scientific article is a native En-

glish speaker, male or female, or whether an article was published in a conference or

a journal, while de Vel et al. [10] used style markers, structural characteristics and

gender-preferential language as features for the task of gender and language back-

ground detection.
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CHAPTER 4 METHODS

4.1 Data Collection

To create the gold standard for experiments in this work1, we collected the reviews

of all major car makes and models released to the market in the past 3 years from

MSN Autos2. Table 4.1 and Figure 4.1 provide the examples of car reviews given

by their customer. We segmented the reviews into individual sentences, removed

punctuation except exclamation (!) and question (?) marks (since [3] suggest that

retaining them can improve the results of some classification tasks), and annotated

the review sentences using Amazon Mechanical Turk. In order to reduce the effect

of annotator bias, we created 5 HITs (Human Intelligence Tasks) per each label and

used the majority voting scheme to determine the final label for each review sentence.

In total, the gold standard consists of 3983 review sentences. Table 4.2 shows the

distribution of these sentences over classes. We used unigram bag-of-words lexical

feature representation for each review fragment as a baseline, to which we added four

binary features based on the dictionaries and four binary features based on the POS

tag patterns manually compiled as described in Section 4.2.

4.2 Features: Lexical Features, Dictionaries and POS Patterns

Lexical features were derived from a unigram bag-of-words representation of con-

sumer reviews. On the other hand, each of the dictionaries contains the terms, which

represent a particular concept related to the product, such as negative emotion, own-

ership, satisfaction, etc. To create the dictionaries, we first came up with a small

1gold standard and dictionaries are available at http://github.com/teanalab/prepost
2http://www.msn.com/en-us/autos

Table 4.1: Examples of customer reviews before the product purchase and after the prod-
uct purchase

Customer Review Class
“would not buy this, I would stick to the Ford F-150” pre-purchase
“the best truck i have ever owned” post-purchase
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Figure 4.1: Example of customer reviews about the vehicle

Table 4.2: Distribution of classes in experimental dataset

Class # samples Percentage
Pre-purchase 2122 53.28 %
Post-purchase 1861 46.72 %
Total 3983 100 %

set of seed terms, such as “buy”, “own”, “happy”, “warranty”, that capture the key

lexical clues related to the timing of review creation regardless of any particular type

of product. Then, we used on-line thesaurus3 to expand the seed words with their

synonyms and considered each resulting set of words as a dictionary.

Using a similar procedure, we also created a small set of POS tag-based patterns

that capture the key syntactic clues related to the timing of review creation with

respect to the purchase of a product. For example, the presence of combinations of

3http://www.thesaurus.com

Table 4.3: Dictionaries with associated words and phrases

Dictionary Words
OWNERSHIP own, ownership, owned, mine, individual, personal, etc.
PURCHASE buy, bought, acquisition, purchase, purchased, etc.
SATISFACTION happy, cheerful, contented, delighted, glad, etc.
USAGE warranty, guarantee, guaranty, cheap, cheaper, etc.
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Table 4.4: Part-of-speech (POS) pattern features with example of customer reviews

Pattern type Patterns Example
OWNERSHIP PRP$ CD, PRP VBD, this is my third azera from

VBZ PRP$, VBD PRP$ 2008 to 2010 until now a 2012
QUALITY JJ, JJR, JJS it is definitely the best

choice for my family
MODALITY PRP MD, IN PRP VBP buy one you will love
EXPERIENCE VBD, VBN i have driven this in the winter

and the all wheel drive model

possessive pronouns and cardinal numbers (pattern “PRP$ CD”, e.g. matching the

phrases “my first”, “his second”, etc.), personal pronouns and past tense (pattern

“PRP VBD”, e.g. matching “I owned”) or modal (pattern “PRP MD”, e.g. match-

ing “I can”, “you will”, etc.) verbs, past participles (pattern “VBN”, e.g. matching

“owned or driven”), as well as adjectives, including comparative and superlative (pat-

terns “JJ”, “JJR” and “JJS”) indicates that a review is likely to be post-purchase.

More examples of dictionary words and POS patterns are provided in Tables 4.3 and

4.4.

4.3 Classifiers

We used Naive Bayes (NB), Support Vector Machine (SVM) with linear kernel

implemented in Weka machine learning toolkit4, as well as L2-regularized Logistic

Regression (LR) implemented in LIBLINEAR5[12] as classification methods.

4.3.1 Naive Bayes (NB)

Naive Bayes (NB) is a popular probabilistic method [17, 25] for text classification

because of its robustness and relative simplicity. Naive Bayes assumes conditional

independence of words in a textual fragment given its label. Although independence

does not generally hold in practice. For a given input x = x1, x2, ..., xn, the output

class y is computed with features x1 through xn and classes c1 through ck (in our case

k = 2) by the following formula:

4http://www.cs.waikato.ac.nz/ml/weka
5http://www.csie.ntu.edu.tw/~cjlin/liblinear
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P (ci|x1, ..., xn) ∝ P (x1, ..., xn|ci)P (ci)

P (ci|x1, ..., xn) ∝ P (ci)
n∏
j=1

P (xj|ci)

y = arg max
ci

P (ci)
n∏
j=1

P (xj|ci)

Naive Bayes has demonstrated competitive performance over the years relative

to other more sophisticated classifiers. Experimental results reported in this paper

were obtained using standard implementations of multinomial Naive Bayes algorithms

provided by the Weka toolkit6. Unlike binomial Naive Bayes, which only takes into

account the presence or absence of a word from the collection vocabulary in a tex-

tual fragment for its classification, multinomial Naive Bayes classifier also takes into

account the number of times words from the collection vocabulary occur in the frag-

ment.

4.3.2 Support Vector Machine (SVM)

Support Vector Machine (SVM) belongs to a family of generalized linear binary

classifiers [7, 11], which tends to maximize the geometric margin of the classes and

minimizes the empirical classification error. SVM uses kernel tricks, maps the low di-

mensional input feature vector into a higher dimensional space and finds a hyperplane

that separates the samples into two classes in such a way that the margin between

the closest samples in each class is maximized. Figure 4.2 illustrates that SVM finds

the widest possible separating margin by allowing the misclassification of one sample.

Equation of separating hyperplane is denoted by the following equation:

wTx+ b = 0

Here, b, x, and w represent the bias, training examples, and normal to the hy-

6http://www.cs.waikato.ac.nz/ml/weka/
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perplane, respectively. Open-source implementation of SVM with a linear kernel in

publicly available LibSVM7 package was used for experiments reported in this work.

Maximum 
Margin

X1

X2

Pre-purchase

Post-purchase

Support vectors

Figure 4.2: Optimal hyperplane of SVM to maximize the margin between two classes

4.3.3 Logistic Regression (LR)

Logistic Regression (LR) can in many ways be seen to be similar to linear regres-

sion [27] which models the relationship between one dependent or target variable and

one or multiple independent variables. Linear regression also allows us to look at the

fit of the model as well as at the relevance of the relationships that we are modeling.

However, the underlying principle of binomial logistic regression and its statistical

calculation are quite different from linear regression. Ordinary least square is used

to find the best fitting line for a linear regression model. While linear regression

estimates the optimal coefficients that predict the change in the value of the indepen-

dent variable results in one unit change in the dependent variable, LR estimates the

probability of an event. The sigmoid function is used to map predicted values into

probabilities between 0 and 1. For given training samples X and optimal coefficients

7https://www.csie.ntu.edu.tw/~cjlin/libsvm/
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β0 and β, we used the following formula of the hypothesis hθ(X) for logistic regression

model:

hθ(X) =
1

1 + e−(β0+βX)

Figure 4.3 demonstrates that LR is more sensitive to outliers and tends to

maximize posterior class probability. In our experiment, we used L2-regularized

logistic regression implemented in LIBLINEAR8 [12] as classification methods.

X1

X2

Pre-purchase

Post-purchase

Figure 4.3: LR decision boundary that maximizes the posterior class probability

8http://www.csie.ntu.edu.tw/~cjlin/liblinear/
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CHAPTER 5 RESULTS

5.1 Classification of post-purchase vs. pre-purchase reviews using only

lexical features

Performance of different classifiers for the task of separating post-purchase from

pre-purchase reviews using only lexical features according to the standard perfor-

mance metrics is shown in Table 5.1.

Table 5.1: Performance of different classifiers using only lexical features. Highest value
for each metric across all models is highlighted in bold.

Method Precision Recall F1-measure Accuracy
SVM 0.734 0.724 0.717 0.724
LR 0.729 0.726 0.722 0.726
NB 0.703 0.704 0.702 0.704

Several observations can be made based on the results in Table 5.1. First, Reg-

ularized Logistic Regression outperforms SVM and Naive Bayes in terms of all per-

formance metrics except precision. LR achieved 0.722 F1-Score with 0.729 precision

and 0.726 recall. Second, Naive Bayes shows the lowest performance among all clas-

sifiers. Third, LR and SVM both provide 2.0-2.2% more accurate results than Naive

Bayes for this classification task, and have similar accuracy (72.60% and 72.40% re-

spectively) for this task. Although SVM demonstrates similar performance as LR,

it achieves the highest precision for the task of classifying pre-purchase reviews from

post-purchase reviews.

5.2 Classification of post-purchase vs. pre-purchase reviews using a com-

bination of lexical, dictionary and POS pattern features

In the second set of experiments, to determine the relative influence of differ-

ent features types, we obtained the performance of SVM, NB and LR methods in

conjunction with the following features: i) combination of lexical and POS pattern

features ii) combination of lexical features with dictionary features iii) combination

of all three feature types (lexical, dictionary and POS pattern features). Summary of
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the performance of classifiers with a combination of lexical and POS pattern features

is provided in Table 5.2.

Table 5.2: Performance of different classifiers with combination of lexical and POS pattern
features. The improvement in percentage is relative to using only lexical features by the
same classifier. The highest value and largest improvement of each performance metric for
a particular feature is highlighted in boldface and italic, respectively.

Method Prec. Recall F1-measure Accuracy
SVM 0.733(-0.17%) 0.727(+0.41%) 0.722(+0.70%) 0.727(+0.41%)
LR 0.733(+0.55%) 0.730(+0.55%) 0.727(+0.70%) 0.730(+0.55%)
NB 0.709(+0.85%) 0.710(+0.85%) 0.709(+1.0%) 0.710(+0.85%)

Comparing the influence of POS pattern features, several conclusions can be made.

First, LR achieved the highest F1-score of 72.7% with 73.3% precision and 73% recall

among all classification methods using POS pattern features with lexical features.

Second, NB achieved better improvement relative to the lexical baseline than both

SVM and LR, when POS pattern-based features were used. Third, the precision of

SVM decreased by 0.17% while it’s recall and F1-measure increased by 0.41% and

0.7%, respectively.

Table 5.3: Performance of different classifiers with combination of lexical and dictionary
features. The improvement in percentage is relative to using only lexical features by the
same classifier. The highest value and largest improvement of each performance metric for
a particular feature is highlighted in boldface and italic, respectively.

Method Prec. Recall F1-measure Accuracy
SVM 0.750(+2.18%) 0.741(+2.35%) 0.735(+2.51%) 0.741(+2.35%)
LR 0.740(+1.51%) 0.736(+1.38%) 0.733(+1.52%) 0.736(+1.38%)
NB 0.713(+1.42%) 0.714(+1.42%) 0.713(+1.57%) 0.714(+1.42%)

Table 5.3 illustrates the influence of dictionary features on SVM, LR and NB

methods. Results indicate that dictionary feature is more influential on SVM model,

achieved the highest performance in terms of all performance metrics. SVM also

demonstrates the highest improvement of model performance among all classifiers,

improved 2.18%, 2.35%, 2.51% and 2.35% precision, recall, F1-measure and accu-

racy, respectively, when dictionary feature is used in addition to lexical feature. LR
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performed better than NB classifier while it shows lower performance improvement

compared to NB when dictionary features were used in conjunction with lexical fea-

tures.

Table 5.4: Performance of different classifiers with combination of lexical, dictionary and
POS pattern features. The improvement in percentage is relative to using only lexical fea-
tures by the same classifier. The highest value and largest improvement of each performance
metric for a particular feature is highlighted in boldface and italic, respectively.

Method Prec. Recall F1-measure Accuracy
SVM 0.752(+2.45%) 0.743(+2.62%) 0.738(+2.93%) 0.743(+2.62%)
LR 0.745(+2.19%) 0.741(+2.07%) 0.738(+2.22%) 0.741(+2.07%)
NB 0.717(+1.99%) 0.718(+1.99%) 0.717(+2.14%) 0.718(+1.99%)

Table 5.4 illustrates the influence of both dictionary and POS pattern features on

different classification methods. We observe that SVM achieves the highest perfor-

mance among all classifiers in terms of precision (0.752), recall (0.743) and accuracy

(0.743) when a combination of lexical, POS and dictionary-based features was used.

NB shows the lower performance than both SVM and LR, which is consistent with

results in Table 5.2 and 5.3.
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CHAPTER 6 DISCUSSION

Nowadays, most of the organizations are data-driven means all executive decisions

should be made based on consumer data because it is important for the company to

engage with customers emotionally by understanding consumer behavior and con-

sumer insights. Online reviews and social media are a great place to collect consumer

feedback. A text analytics solution is used to analyze online reviews of different

brands and compare them against each other. This analysis will be invaluable for

organizations to determine their marketing strategy or improving their product qual-

ity for their clients. Our study is important because this is the first step to discover

actionable insights from consumer reviews. In this study, pre-purchase consumer re-

views are separated from post-purchase consumer reviews so that further analysis can

be done on consumer reviews of different groups.

Experimental results indicate that SVM is the best model among all machine

learning methods considered for this study when all features are utilized together.

However, using only lexical feature or POS pattern-based features in addition to

lexical ones, LR achieves the highest performance in terms of all metrics and resulted

in the highest improvement for NB classifier. On the other hand, a combination of

lexical, dictionary and POS pattern-based features is more effective for SVM than

for both NB and LR. Overall, experimental results presented above indicate that

dictionary and POS pattern features allow to improve the performance of all classifiers

for the task of separating pre-purchase from post-purchase review fragments relative

to using only lexical features.

As a result, we noticed the trend of increasing performance for additional feature.

Figures 6.1, 6.2, 6.3 and 6.4 illustrate the performance of SVM, LR and NB models

in terms of precision, recall, accuracy and F1-measure, respectively, when different

combination of features are utilized.

As follows from Figure 6.1, the influence of different features in precision on various
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Figure 6.1: Performance of SVM, LR and NB models in terms of precision when different
combination of features are utilized

classifiers are consistent except SVM when lexical features are used in combination

with POS pattern feature. Although precision decreases for POS pattern features,

SVM achieves the highest precision when dictionary and POS pattern features are

used in addition to lexical features.

Figure 6.2 demonstrates the recall of SVM, LR and NB classifiers. Unlike pre-

cision, recall is improved for all classifiers with all combination of dictionary, POS

pattern and lexical features. Similar to precision, SVM achieves the highest recall

while NB attains it’s lowest recall for all combination of input features. We also ob-

served the same trends in accuracy and F1-measure which provide the evidence for

the robustness of our model for the task of separating pre-purchase consumer reviews

from post-purchase consumer reviews.
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Figure 6.2: Performance of SVM, LR and NB models in terms of recall when different
combination of features are utilized
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Figure 6.3: Performance of SVM, LR and NB models in terms of accuracy when different
combination of features are utilized
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Figure 6.4: Performance of SVM, LR and NB models in terms of F1-measure when
different combination of features are utilized
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CHAPTER 7 CONCLUSION

In this study, we introduced a novel task of identifying post-purchase from pre-

purchase reviews. This task is practically important for companies and constitutes an

important step towards extracting actionable insights from online consumer reviews.

We also experimentally demonstrated that combining lexical features with dictionary

and POS pattern features allows improving the accuracy of all classification models

that we examined. As future work, we propose to incorporate more information about

the user, as features into classification tasks. Also, we would like to investigate this

classification task with other state-of-the-art machine learning methods which can

yield better results. Since the methods presented in this paper can be applied easily

to any customer reviews, we plan to evaluate it using large scale datasets in order to

directly compare the results with our present work.
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APPENDIX

Gold Standard: a term used to describe a collection of a labeled dataset which

has been manually labeled by the experts.

State-of-the-art: the most recent or latest version of a particular technology. State-

of-the-art machine learning methods refer to the best available machine learning meth-

ods developed using modern techniques and technologies.

Prec.: Precision
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Online consumer reviews provide a wealth of information about products and

services that, if properly identified and extracted, could be of immense value to busi-

nesses. While classification of reviews according to sentiment polarity has been exten-

sively studied in previous work, many more focused types of review analysis remain

open problems. In this work, we introduce a novel text classification problem of

separating post-purchase from pre-purchase consumer review fragments that can fa-

cilitate identification of immediate actionable insights based on the feedback from the

customers, who actually purchased and own a product. To address this problem, we

propose the features, which are based on the dictionaries and part-of-speech (POS)

tags. Experimental results on the publicly available gold standard indicate that the

proposed features allow to achieve nearly 75% accuracy for this problem and improve

the performance of classifiers relative to using only lexical features.
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