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Large sample confidence intervals are 

often computed simply as a point estimate plus 
and minus twice the standard deviation of the 
statistic in question. However, in cases where 
the sampling distribution still retains some non-
normality, such confidence intervals tend to 
provide poor coverage.  Numerous alternatives 
based on the bootstrap have been described in 
the literature (Efron and Tibshirani 1993; 
Davison and Hinkley 1997), and it has been 
shown that the Bias Corrected and Accelerated 
(BCa) interval has superior coverage properties 
(Platt, Hanley and Yang  2000). A major 
advantage of the BCa interval is its 
transformation-respecting property, i.e., the 
method effectively selects the best (most 
normal) scale and then transforms the interval 
back to the original scale of interest (Efron 
1987).  Individual BCa 95% confidence intervals 

(CIs) for the VI indices )( Nd j
∗  are shown in 

Table 6 along with the point estimates and 
standard errors. 

Individual confidence intervals are 
appropriate if the VI index of a specific variable 
is of prior interest. If the interest results from the  

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

analysis itself, i.e., if the VI index of a particular 
variable is the largest, which implies a 
comparison with all other variables, then 
simultaneous confidence intervals should be 
used (Thomas et al. 2007). As shown by the 
latter authors, simultaneous confidence intervals 
can be obtained using the Bonferroni adjustment 
which, for the RSF case featuring three 
explanatory variables, implies constructing 
confidence intervals each at a nominal alpha 
level of 100(1 - .05/3)%. These also are shown 
in Table 6. 
 From Table 6 it can be seen that the 

indices )( Nd j
∗  yield simultaneous confidence 

intervals for DISP and SUPP that do not 
overlap, suggesting that SUPP is more important 
than DISP, as indicated by the point estimates. 
Simultaneous confidence intervals for the VI 
indices for DISP and INDEP do overlap, 
however, suggesting that the population 
importances of these two variables may not 
actually be different. The simultaneous 
confidence intervals are illustrated graphically in 
Figure 3. 
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Conclusions 
This article has described a search for variable 
importance measures appropriate for logistic 
regression, motivated by earlier work on the 
relationship between corporate governance 
variables and the issuance of restricted shares. 
Two methods have been proposed, both of 
which are based on Pratt’s (1987) axiomatically 
derived partition of R2 for multiple linear 
regression, which can be generalized using the 
geometric interpretation described by Thomas et 
al. (1998). The first method uses a pseudo-R2 
measure for logistic regression proposed by 
McKelvey and Zavoina (1975) and Laitila 
(1993), which represents a logistic regression as 
the binary truncation of an unobservable 
dependent variable that is linearly related to the 
explanatory variables of interest. 

This method yields a set of VI indices 

denoted )( Nd j
∗  in the paper. The second 

method uses a representation of the maximum 
likelihood estimate of the logistic regression 
coefficients as a weighted least squares (WLS) 
regression, a representation exploited earlier by 
Pregibon (1981), Nordberg (1981) and Hosmer, 
Jovanovic and Lemshow (1989). A set of VI 

indices, denoted WLS
jd , are then derived by 

applying a geometric analogue of Pratt’s 
partitioning approach to the WLS version of  R2  
based on this representation. Both sets of indices 
satisfy the property that they sum to one, which 
gives each index a meaningful scale, and they 
also share the property of additivity, namely that 
the importance of a subset of variables is equal 
to the sum of their individual importances, a 
property not shared by competing measures. A 
large synthetic dataset was constructed to mimic 
the actual data and was used to explore the 
small/medium sample properties of the two main 

methods. The indices )( Nd j
∗  exhibited more 

stable small sample behaviour and were 
therefore used in the final analysis of variable 
importance. 
 In the analysis of the motivating case, 

the VI indices )( Nd j
∗  were used to assign 

importances to three corporate governance 
factors that highlight difference in governance 
characteristics between firms with restricted 

share structure and other public firms without 
this structure. These variables were  SUPP 
(suppression of shareholders interests), DISP 
(dispersion of ownership) and INDEP (board 
independence). A non-parametric bootstrap 
method was used on the RSF dataset to make 
statistical inferences on the importance 
measures. 

Standard errors together with individual 
and simultaneous confidence intervals were 
estimated for each importance measure of the 
governance factors in the logistic regression 
model. The bias corrected and accelerated 
interval method (BCa) was employed to ensure 
good coverage performance of the confidence 
interval (Efron 1987; Platt, Henley and Yang 
2000). The inferential analysis revealed that the 
most important contribution to the logistic 
regression, i.e., to the probability that a firm will 
issue restricted voting shares, is made by the 
variable SUPP. Although point estimates of 
importance suggest that variable DISP is more 
important than INDEP, examination of the 
simultaneous confidence intervals reveals that 
the importances of these two variables are not 
significantly different. It can be seen from the 
earlier results shown in Table 3 that the ranking 
suggested by the regression coefficients (which 
have identical scales because of the unit 
variances of the composite variables) and the 
Wald statistics are the same for the RSF 
variables as those suggested by the VI indices. 
This will not be the same in all situations, 
however, and occurs in this case because of the 
relatively small correlations between the 
explanatory corporate governance variables. 
 Though the development of the VI 

indices )( Nd j
∗  described in this paper was 

motivated by an analysis of the RSF dataset, 
these indices and the general methodology can 
be applied to any logistic regression which can 
be modeled in terms of an underlying continuous 
response. Alternatively, if this assumption is 
deemed untenable in some situation, the 

alternative VI indices WLS
jd  based on the WLS 

representation can be used. It is important to 
note, however, that the examination of the 
properties of both sets of indices has been 
limited to a comparison with an empirically 
generated population. Further research involving 
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simulation studies is needed to examine in detail 
the small and medium sample biases and 
confidence interval coverage rates of both sets of 
indices. In the meantime, however, the 
theoretical developments described in this paper 
provide a viable solution to the vexing problem 
of determining the relative importance of 
explanatory variables in a logistic regression 
analysis. 
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