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Discrete-time hybrid control in Borel spaces: average cost

optimality criterion

Héctor Jasso-Fuentes1, José-Luis Menaldi2,

Tomás Prieto-Rumeau3, and Maurice Robin4.

February 12, 2018

Abstract

This paper addresses an optimal hybrid control problem in discrete-time with Borel
state and action spaces. By hybrid we mean that the evolution of the state of the system
may undergo deep changes according to structural modifications of the dynamic. Such
modifications occur either by the position of the state or by means of the controller’s
actions. The optimality criterion is of a long-run ratio-average (or ratio-ergodic) type.
We provide the existence of optimal average policies for this hybrid control problem by
analyzing an associated dynamic programming equation. We also show that this problem
can be translated into a standard (or non-hybrid) optimal control problem with cost
constraints. Besides, we show that our model includes some special and important families
of control problems, such as those with an impulsive or switching mode. Finally, to
illustrate our results, we provide an example on a pollution-accumulation problem.

2010 Mathematics Subject Classification: 93E20, 34A38, 60J05.
Keywords and phrases: Hybrid control systems, Markov decision processes, dynamic pro-
gramming, ergodic (a.k.a. average) criterion.

1 Introduction

Hybrid systems have become a common tool for the analysis and control of complex systems
where both continuous components (analogue) and discrete components (digital) interact and
the term “hybrid system” is used to represent a variety of cases covering many situations (see,
for instance, Branicky [12], Goebel et al. [14] or Lygeros [21]).

In the hybrid system under consideration here, the evolution is given by a standard (or
usual-type) sub-dynamic running under almost any situation, but, due to special events (with
internal or exogenous causes), the first sub-dynamic is no longer valid and a special sub-
dynamic (so-called impulse-type or event-driven-type) becomes active, overruling the standard
evolution. Two usual-type controls are considered, one for each sub-dynamic, but there is
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another control which determines which sub-dynamic is active. This control is permitted only
when the state of the system is located in some subset of the state space. Moreover, the state
itself is a pair where the first component describes the standard evolution of the system (or
fast-type variable) and the second component (or slow-type variable) records the structural
changes, namely the activations of the special sub-dynamic. In this context, we consider the
problem of finding a policy, containing a mix of standard actions and special actions, in order
to minimize an infinite horizon average cost.

Hybrid control systems have been extensively studied for continuous time models; see
for instance, Bensoussan and Menaldi [7, 8], Borkar et al. [11], Branicky et al. [13]. The
discrete time case appears in many fewer references: Abate et al. [1, 2], Summers and
Lygeros [31]. We note that many works are devoted to particular cases of hybrid control,
e.g., impulsive control problems (Bensoussan [4], Bensoussan and Lions [5, 6], Menaldi [22],
Robin [27, 28], Stettner [29, 30]), switching control problems (Bensoussan and Lions [6],
Menaldi and Blankenship [10], Zhang et al. [35]), and standard control problems (Bensous-
san [4], Hernández-Lerma [16], Hernández-Lerma and Lasserre [17, 18], Puterman [24], and
the references therein). Several of these works include the case of the average cost criterion.
It is also worth mentioning the references Tkachev and Abate [32] and Tkachev et al. [33],
which provide insight on some interesting problems that could be studied under the perspec-
tive of hybrid control, as dealing with non-additive criteria involving reachability of subsets
of the state space, or verification of specifications both on finite or infinite horizon problems.

It may be convenient to recall that, in a hybrid model in discrete time, there are transitions
which do not result in an increase of a “unit of time” and, therefore, one of the key differences
between conventional and hybrid models lies on the objective function, and not on the dynamic
system itself (which may not be the case in a continuous-time situation). In the paper Jasso-
Fuentes et al. [19], the problem of minimizing an infinite horizon discounted cost was addressed
with a state dependent discount factor. For the average cost case, we consider an auxiliar
ergodic dynamic programming equation (DPE) which is studied by using results on Markov
decision processes (see Hernández-Lerma [16] and Hernández-Lerma and Lasserre [17]).

Our main results are the existence of an optimal average policy for the hybrid control
problem, the characterization of the optimal average cost as a solution of the DPE, and the
equivalence of our problem to a non-hybrid control problem with a cost constraint.

The structure of the paper is as follows: Section 2 introduces the dynamics of the system,
the control policies we are going to deal with, and some preliminary assumptions. In Section 3
we define the ratio-average optimality criterion and the DPE, and we establish the existence
and characterization of average optimal control policies by means of this DPE. A useful
characterization that signalizes the accurate times between changes of sub-dynamics in terms
of the so-named contact set is also provided. In Section 4, we present an illustrative example
on pollution accumulation. Finally, Section 5 is devoted to analyze an alternative formulation
as a non-hybrid control problem which takes the form of a linear programming problem over
a set of measures and, to conclude, Section 6 provides a comparison of our hybrid model with
impulse and switching control problems.

Notation and terminology.

• We recall that a Borel space is a measurable subset of a complete and separable metric
space.
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• Any metric space Z will be endowed with its Borel σ-algebra B(Z) and measurability
(of sets and functions) will be always referred to the corresponding Borel σ-algebras.

• Given some metric space Z, the family measurable bounded functions on Z (that is, with
||u|| = supx∈Z |u(z)| < ∞) will be denoted by B(Z). If, in addition, u is nonnegative,
we will write u ∈ B+(X).

• Given a metric space Z, we define the Dirac measure δx(·) : B(Z) 7→ {0, 1} concentrated
at x ∈ Z by

δx(C) :=

{
1 if x ∈ C,
0 otherwise.

Similarly, for every C ∈ B(Z), we define the indicator function 1C(·) : Z 7→ {0, 1} as
follows

1C(x) :=

{
1 if x ∈ C,
0 otherwise.

• The total variation norm of a signed measure is denoted by || · ||TV .

2 Model definition

The state and action spaces. The state space X of a discrete-time hybrid system is the
product X = Xf × Xs of two Borel spaces, where the components xf ∈ Xf and xs ∈ Xs

are called the fast (or continuous, or regular) and slow (or discrete, or impulsive) states,
respectively. The action space A is a Borel space and it is the union of two disjoint closed
subsets: A = V f ∪ V s. The sets V f and V s are referred to as the fast and the slow action
sets, respectively.

State-action pairs. The set of feasible state-action pairs is given by a measurable set
K ⊆ X × A with nonempty X-sections, which are denoted by (xf , xs) 7→ A(xf , xs) ⊆ A for
each (xf , xs) ∈ X. We assume further the existence of two measurable sets

D∧ ⊆ D∨ ⊆ X

such that

(a) A(xf , xs) ∩ V f = ∅ when (xf , xs) ∈ D∧, meaning that when the state of the system is
in D∧, the controller must necessarily choose an action in V s (a slow action); and

(b) A(xf , xs)∩ V s = ∅ when (xf , xs) ∈ X \D∨, meaning that when the state of the system
is outside D∨, the controller must necessarily choose an action in V f (a fast action).

We assume that K contains the graph of some measurable function from X to A. Hence,
the family F of measurable functions f : X → A such that f(xf , xs) ∈ A(xf , xs) for all
(xf , xs) ∈ X is nonempty.
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Dynamic system. The dynamic is composed by two sub-dynamics: one sub-dynamic is
of a standard type (so-called usual or traditional sub-dynamic), and it only affects the fast
states xf ∈ Xf through the stochastic transition kernel

Qf : B(Xf )×
(
K ∩ (X × V f )

)
→ [0, 1],

while the other sub-dynamic is of a special type (so-called impulse-type or event-driven sub-
dynamic) and it produces a transition of both components (xf , xs) ∈ X following the stochas-
tic kernel

Qs : B(X)×
(
K ∩ (X × V s)

)
→ [0, 1].

Summarizing, the whole dynamic is given by

Q(dyf × dys|xf , xs, a) =

{
Qf (dyf |xf , xs, a)δxs(dy

s) if a ∈ V f ,

Qs(dyf × dys|xf , xs, a) if a ∈ V s.
(2.1)

Control policies. Define H0 = X and Hk = Kk × X for k ≥ 1, and let H∞ = K∞, all
endowed with the corresponding product σ-algebras. The history up to step k is

hk =
(
xf0 , x

s
0, a0, · · · , xfk−1, x

s
k−1, ak−1, x

f
k , x

s
k

)
∈ Hk.

A control policy is a sequence {νk}k≥0 of transition probability measures on A given Hk

such that νk
(
A(xfk , x

s
k)|hk

)
= 1 for all hk ∈ Hk. In particular, we necessarily have

νk
(
A(xfk , x

s
k) ∩ V s|hk

)
= 1 if (xfk , x

s
k) ∈ D∧, and

νk
(
A(xfk , x

s
k) ∩ V f |hk

)
= 1 if (xfk , x

s
k) ∈ X \D∨.

We denote by Π the set of admissible control policies.
By the Ionescu-Tulcea theorem, for any initial state x = (xf , xs) ∈ X and any policy

ν ∈ Π there exists a unique probability measure on H∞, denoted by P νx , which models the
controlled dynamic system under ν. Its expectation operator is denoted by Eνx .

If there is some f ∈ F such that the policy ν ∈ Π satisfies νk(·|hk) = δ
f(xfk ,x

s
k)

(·) for

any hk ∈ Hk and k ≥ 0, then we say that ν is a deterministic stationary (a.k.a. feedback)
policy. In what follows, we will therefore identify —without risk of confusion— the family
of deterministic stationary policies with the class of functions F. Let Φ be the family of
stochastic kernels on A given X such that ϕ(A(x)|x) = 1 for all x ∈ X. We say that the

policy ν ∈ Π is randomized stationary if there exists ϕ ∈ Φ such that νk(·|hk) = ϕ(·|xfk , x
s
k)

for all k ≥ 0 and hk ∈ Hk. We will identify the set of randomized stationary policies with Φ.
Hence, we have F ⊆ Φ ⊆ Π.

Remark 2.1 The dynamic system can be also formulated, in particular, as a system of differ-
ence equations where the stochastic kernel Q is modeled by means of two measurable functions
F : X×V f ×S → Xf and G : X×V s×S → X, with S a Borel space, and also by a sequence
{wk} of i.i.d. random variables on S. More specifically, for each k ≥ 0 and each initial
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condition (xf0 , x
s
0) = (xf , xs), the state of the system follows the rule(

xfk+1, x
s
k+1

)
=
(
F (xfk , x

s
k, ak, wk), x

s
k

)︸ ︷︷ ︸
standard sub-dynamic

if a ∈ V f ,

or (
xfk+1, x

s
k+1

)
= G

(
xfk , x

s
k, ak, wk

)︸ ︷︷ ︸
special sub-dynamic

if a ∈ V s.

We will consider a measurable running cost function c : K→ [0,∞), which will be written
as

c(xf , xs, a) = c(xf , xs, a)1V f (a) + `(xf , xs, a)1V s(a),

with
c : K ∩ (X × V f )→ [0,∞) and ` : K ∩ (X × V s)→ [0,∞)

interpreted as the running cost functions for the standard and the special sub-dynamics,
respectively.

Our next assumption uses the following notation. Given a transition probability measure
Q(·|·) on X given X, define Q1 = Q and recursively for q ≥ 1

Qq+1(B|x) =

∫
X
Q(B|y)Qq(dy|x) for B ∈ B(X) and x ∈ X, (2.2)

which are the successive compositions of Q with itself. We will also use the following notation.
Given f ∈ F, the kernel on X given X defined by Q(B|x, f(x)) for x ∈ X and B ∈ B(X)
(recall (2.1)) will be denoted by Q(·|·, f). In particular, since Q(·|·, f) is itself kernel on X
given X, we can define Qq(·|·, f) according to (2.2).

Assumption 2.2 There exists a control policy f ∈ F, and constants q ∈ N, ε > 0 such that

Qq(D|xf , xs, f) ≤ 1− ε for all (xf , xs) ∈ X,

where D = {(xf , xs) ∈ X : f(xf , xs) ∈ V s}.

This assumption means that there exists a deterministic stationary policy in F such that
the probability of choosing an action in V f after q transitions is bounded away from zero
uniformly in the initial state.

Assumption 2.3 For each (xf , xs) ∈ X we have:

(i) The action set A(xf , xs) is compact.

(ii) Given a bounded and measurable function u : X → R, the function

a 7→
∫
X
u(yf , ys)Q(dyf × dys|xf , xs, a)

is continuous in a ∈ A(xf , xs).

(iii) The cost function c is in B+(K) and the function a 7→ c(xf , xs, a) is continuous on
A(xf , xs) for each fixed (xf , xs) ∈ X.

(iv) There exists a constant `0 > 0 with `(xf , xs, a) ≥ `0 for all (xf , xs, a) ∈ K ∩ (X × V s).
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System-time component. We will also consider a sequence {tk : i ≥ 0} of measurable
functions on K∞ taking values in N, that will represent the number of times that, previous
to k, an action in V f has been taken. At this point, we will use the notation

ω =
(
xf0 , x

s
0, a0, . . . , x

f
k , x

s
k, ak, . . .

)
for an element of H∞ = K∞. Given arbitrary ω ∈ H∞, we put t0(ω) = 0 and, for each k ≥ 1,
we let

tk(ω) =

k−1∑
j=0

1V f (aj). (2.3)

We assume that when the standard sub-dynamic is used (that is, an action in V f is
taken) then the system-time component increases by one; in other words, a time unit passes.
On the contrary, when the special sub-dynamic is used (that is, an action in V s is taken)
then the system-time does not change, and this is interpreted as an instantaneous transition.
Therefore, tk represents the system-time of the hybrid control model when the controller has
taken k actions; in particular, among these k actions, tk of them are in V f , while k − tk of
them lie in V s. In this scenario, the variable k can be regarded as an evolution-time, in the
sense that it only counts each time an action is applied, and therefore, an “evolution” of the
process —representing the dynamic system— takes place.

3 The ratio-average optimality criterion

We will consider the following ratio-average optimality criterion. For an initial state (xf , xs) ∈
X and a control policy ν ∈ Π, let

J(xf , xs, ν) = lim sup
n→∞

Eν
xf ,xs

[∑n−1
k=0 c(xfk , x

s
k, ak)

]
Eν
xf ,xs

[tn]
, (3.1)

with tn as in (2.3). This criterion is interpreted as follows: for every n ≥ 1 we compute the
expected total cost of the n actions taken by the controller, and we divide by the expected
system-time of this n-th action for the hybrid model (recall the previous discussion). Such
ratio-average criteria, in with both the numerator and the denominator are derived from
random variables, are very usual in, e.g., semi-Markov control models (see, for instance,
Luque-Vásquez and Hernández-Lerma [20] or Wei and Guo [34]). The optimal ratio-average
cost function is then defined as

J(xf , xs) = inf
ν∈Π

J(xf , xs, ν) for (xf , xs) ∈ X, (3.2)

and we will say that ν∗ ∈ Π is ratio-average optimal when J(xf , xs, ν∗) = J(xf , xs) for all
(xf , xs) ∈ X.

Remark 3.1 Under Assumption 2.3, if the policy ν ∈ Π and x ∈ X are such that

lim inf
n→∞

Eνx [tn]

n
= 0 (3.3)
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then J(x, ν) =∞. To see this, observe that

Eν
xf ,xs

[∑n−1
k=0 c(xfk , x

s
k, ak)

]
Eν
xf ,xs

[tn]
≥
Eν
xf ,xs

[
`0 · (n− tn)

]
Eν
xf ,xs

[tn]
≥ `0

1− 1
nE

ν
x [tn]

1
nE

ν
x [tn]

.

Through a subsequence n′ such that 1
n′E

ν
x [tn′ ]→ 0 we have

Eν
xf ,xs

[∑n′−1
k=0 c(xfk , x

s
k, ak)

]
Eν
xf ,xs

[tn′ ]
→∞

and, by (3.1), we obtain that J(x, ν) is infinite.

The Remark 3.1 means that the cost is finite only if the usual dynamic is active often
enough, as expressed in condition (3.3), where the key assumption `(·) ≥ `0 > 0 (see Assump-
tion 2.3(iv)) plays an important role. As a consequence of Remark 3.1, we will focus only on
policies ν such that the lim inf in (3.3) is strictly positive. In fact, under Assumption 2.2, our
next result shows that the class of such ν is nonempty.

Proposition 3.2 If f ∈ F is the control policy defined in Assumption 2.2 then

lim inf
n→∞

Ef
x[tn]

n
> 0 for all x = (xf , xs) ∈ X.

Moreover, the criterion (3.1) is uniformly bounded if Assumption 2.3 is also satisfied.

Proof. Choose n > q and any x ∈ X. By definition

Ef
x[tn] =

n−1∑
k=0

P f
x{f(xk) ∈ V f} =

n−1∑
k=0

P f
x{xk ∈ Dc}.

If n− 1 = p · q + r for some integers p ≥ 1 and 0 ≤ r < q, then

Ef
x[tn] ≥

p∑
j=1

P f
x{xjq ∈ Dc}.

By Assumption 2.2, each P f
x{xjq ∈ Dc} is larger than or equal to ε, and so

Ef
x[tn] ≥ pε ≥ n− 1− q

q
· ε.

We conclude that

lim inf
n→∞

Ef
x[tn]

n
≥ ε/q. (3.4)

Finally, since ||c|| <∞ we conclude that

J(x, f) ≤ q||c||
ε

,

and so J(x, f) is finite for every x ∈ X, and J(x) ≤ q||c||
ε for all x ∈ X. �
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Dynamic programming equations. For the ratio-average optimality criterion, it seems
that there is not a “usual” average-cost dynamic programming optimality equation. Moreover,
the vanishing discount approach technique neither leads to a limit average-cost equation
adapted to the ratio-average optimality criterion, because of the high dependence of the
discount factor on the state-action —see Jasso-Fuentes et al. [19].

To overcome this situation, we will introduce a parametric family of average-cost dynamic
programming optimality equations (depending on some λ ≥ 0) and we will prove that there
exists some λ∗ ≥ 0 which provides a solution to the ratio-average cost hybrid control problem.
Later, interpreting the parameter λ ≥ 0 as a Langrange multiplier, we will show that the
hybrid control problem is equivalent to a non-hybrid constrained control problem.

Fix a parameter λ ≥ 0 and define the function cλ : K→ R as cλ(x, a) := c(x, a)−λ1V f (a).
Given a function u ∈ B(X) we define the dynamic programming operator Tλu on X as follows:

Tλu(x) = inf
a∈A(x)

{
cλ(x, a) +

∫
X
u(y)Q(dy |x, a)

}
for x ∈ X.

Taking into account the nature of the hybrid control model, we can define two associated
operators Mu and Hλu as

Mu(xf , xs) = inf
a∈A(xf ,xs)∩V s

{
`(xf , xs, a) +

∫
X
u(yf , ys)Qs(dyf × dys |xf , xs, a)

}
(3.5)

defined on D∨, and

Hλu(xf , xs) = inf
a∈A(xf ,xs)∩V f

{
c(xf , xs, a)− λ+

∫
Xf

u(yf , xs)Qf (dyf |xf , xs, a)

}
(3.6)

defined on X \ D∧. Therefore, the dynamic programming operator Tλ can be written, for
u ∈ B(X) and (xf , xs) ∈ X, as

Tλu(xf , xs) =


Mu(xf , xs), if (xf , xs) ∈ D∧,
min

{
Mu(xf , xs),Hλu(xf , xs)

}
, if (xf , xs) ∈ D∨ \D∧,

Hλu(xf , xs), if (xf , xs) ∈ X \D∨.
(3.7)

A pair (ρ, u) ∈ R × B(X) is said to be a solution of the dynamic programming equation
(DPE) when

ρ+ u(xf , xs) = Tλu(xf , xs) for all (xf , xs) ∈ X, (3.8)

which will be written, in short, as ρ+ u = Tλu.
The following result summarizes some properties of the operators M and Hλ. The proof

follows from Proposition D.5 in Hernández-Lerma and Lasserre [17].

Lemma 3.3 Under Assumption 2.3, for every u ∈ B(X) and λ ≥ 0 the functions Mu, Hλu,
and Tλ are measurable on their respective domains, and there exists f∗ ∈ F such that f∗(x)
attains the minimum in the definition of Tλu(x) for every x ∈ X; see (3.5)–(3.8).

Finally we impose an ergodicity condition (cf. Assumption 3.1.4 in Hernández-Lerma [16]).
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Assumption 3.4 There exists 0 < β < 1 such that

sup
(x,a),(x′,a′)∈K

||Q(·|x, a)−Q(·|x′, a′)||TV ≤ 2β,

where the norm ‖ · ‖TV was defined at the end of Section 1.

Our next result ensures the existence of a solution to the DPE and provides a characteri-
zation of the constant ρ for each fixed λ.

Lemma 3.5 Suppose that Assumptions 2.2, 2.3, and 3.4 are satisfied. Then the following
assertions hold:

(i) For each λ ≥ 0, there exists a pair (ρλ, uλ) ∈ R×B(X) that satisfies the DPE (3.8); i.e.,
ρλ + uλ = Tλuλ. Furthermore, the constant ρλ satisfies:

ρλ = inf
ν∈Π

lim sup
n→∞

1

n
Eνx

[ n−1∑
k=0

[c(xk, ak)− λ1V f (ak)]
]
.

(ii) There exists λ∗ ≥ 0 such that ρλ∗ = 0, for which the DPE (3.8) becomes

uλ∗ = Tλ∗uλ∗ . (3.9)

Proof. (i). This part is a direct consequence of Theorem 2.2 and Corollary 3.6 in Hernández-
Lerma [16].

(ii). First of all, we are going to show that λ 7→ ρλ is a concave function. Choose λ1, λ2

in [0,∞) and 0 ≤ γ ≤ 1. Using part (i), we have for every (x, a) ∈ K

ρλ1 + uλ1(x) ≤ c(x, a)− λ11V f (a) +

∫
X
uλ1(y)Q(dy|x, a)

ρλ2 + uλ2(x) ≤ c(x, a)− λ21V f (a) +

∫
X
uλ2(y)Q(dy|x, a)

Letting u∗ = γuλ1 + (1− γ)uλ2 ∈ B(X), this implies that

γρλ1 + (1− γ)ρλ2 + u∗(x) ≤ c(x, a)− (γλ1 + (1− γ)λ2)1V f (a) +

∫
X
u∗(y)Q(dy|x, a)

= cγλ1+(1−γ)λ2(x, a) +

∫
X
u∗(y)Q(dy|x, a).

Since this hold for every (x, a) ∈ K, we deduce

γρλ1 + (1− γ)ρλ2 + u∗ ≤ Tγλ1+(1−γ)λ2u
∗. (3.10)

Now we are going to iterate this inequality and use a standard dynamic programming
argument (as in, e.g., the proof of Theorem 2.2.a in Hernández-Lerma [16]). First we will use
(3.10) to show that for any ν ∈ Π, x ∈ X, and n ≥ 1 we have

n·(γρλ1 +(1−γ)ρλ2)+u∗(x) ≤ Eνx
[ n−1∑
k=0

[c(xk, ak)−(γλ1+(1−γ)λ2)1V f (ak)]+u
∗(xn)

]
, (3.11)
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and we will do it by induction on n. Clearly, (3.11) holds for n = 1 as a consequence of (3.10)
because

Eνx [c(x0, a0)− (γλ1 + (1− γ)λ2)1V f (a0) + u∗(x1)] ≥ Tγλ1+(1−γ)λ2u
∗(x)

≥ γρλ1 + (1− γ)ρλ2 + u∗(x).

Suppose now that (3.11) holds for some n ≥ 1. Observing that

Eνx [c(xn, an)− (γλ1 + (1− γ)λ2)1V f (an) + u∗(xn+1)]

≥ Eνx [Tγλ1+(1−γ)λ2u
∗(xn)] ≥ γρλ1 + (1− γ)ρλ2 + Eνx [u∗(xn)],

and by the induction argument, it turns out that (3.11) is satisfied for n+ 1.
We proceed with the proof. In (3.11), divide by n and take the lim sup as n → ∞.

Recalling that the function u∗ is bounded, this yields

γρλ1 + (1− γ)ρλ2 ≤ lim sup
n→∞

1

n
Eνx

[ n−1∑
k=0

[c(xk, ak)− (γλ1 + (1− γ)λ2)1V f (ak)]
]
.

But since ν ∈ Π and x ∈ X are arbitrary, Lemma 3.5(i) implies that

γρλ1 + (1− γ)ρλ2 ≤ ργλ1+(1−γ)λ2 .

This shows concavity of ρλ.
Note now that the cost function cλ being a monotone nonincreasing function of λ ≥ 0,

this implies that the infimum ρλ of the long-run average costs (as in Lemma 3.5(i)) is also
a monotone nonincreasing function of λ. Summarizing the function λ 7→ ρλ has been shown
to be concave and monotone nonincreasing on [0,∞). In particular, it must necessarily be
continuous on [0,∞).

On the other hand, for the policy f in Assumption 2.2 and for λ > 0

1

n
Ef
x

[ n−1∑
k=0

[c(xk, ak)− λ1V f (ak)]
]

=
1

n
Ef
x[

n−1∑
k=0

c(xk, ak)]− λ
1

n
Ef
x[tn].

Taking the lim sup as n→∞ and using part (i) of this lemma, we conclude

ρλ ≤ lim sup
1

n
Ef
x

[ n−1∑
k=0

[c(xk, ak)− λ1V f (ak)]
]

≤ lim sup
1

n
Ef
x[
n−1∑
k=0

c(xk, ak)]− λ lim inf
1

n
Ef
x[tn]

≤ lim sup
1

n
Ef
x[
n−1∑
k=0

c(xk, ak)]− λ
ε

q
,

where we have used (3.4). Hence, ρλ ≤ ||c|| − λ εq . Since the cost function c is nonnegative,
we have that ρ0 ≥ 0; together with the latter inequality and continuity of ρλ on [0,∞), this
yields the existence of some λ∗ ≥ 0 such that ρλ∗ vanishes. �

In Theorem 3.7(b) below we will be able to show that there is, in fact, a unique λ∗ ≥ 0
such that ρλ∗ = 0.
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Definition 3.6 Any policy f ∈ F attaining the minimum in the DPE (3.9) for some λ∗ ≥ 0
with ρλ∗ = 0 will be called canonical.

We have arrived to our main optimality results for the ratio-average optimality criterion
given in (3.1)–(3.2).

Theorem 3.7 Suppose that Assumptions 2.2, 2.3, and 3.4 hold. Then the following state-
ments hold true.

(a) Given λ∗ ≥ 0 as in Lemma 3.5(ii), for every ν ∈ Π and x ∈ X we have J(x, ν) ≥ λ∗.

(b) Every canonical policy is ratio-average optimal and the optimal ratio-average cost func-
tion J in (3.2) equals the constant λ∗. Hence, the solution ρλ = 0 for λ ≥ 0 is unique.

(c) There exists a ratio-average optimal policy in the set of stationary policies F.

Proof. (a). The dynamic programming equation (3.8) for λ∗ reads uλ∗ = Tλ∗uλ∗ be-
cause ρλ∗ = 0 (see (3.9)). Given a policy ν ∈ Π and x ∈ X, we will suppose that
lim infn→∞E

ν
x [tn]/n > 0 (otherwise, by Remark 3.1, we trivially have J(x, ν) ≥ λ∗).

Now we proceed as in (3.11), but this time starting from the equality uλ∗ = Tλ∗uλ∗ , to
obtain that

0 ≤ −uλ∗(x) + Eνx

[ n−1∑
k=0

c(xk, ak)

]
− λ∗Eνx [tn] + Eνx [uλ∗(xn)].

Hence, for large enough n,

λ∗ ≤ − 1

Eνx [tn]
uλ∗(x) +

1

Eνx [tn]
Eνx

[ n−1∑
k=0

c(xk, ak)

]
+

1

Eνx [tn]
Eνx [uλ∗(xn)]. (3.12)

Since limn→∞E
ν
x [tn] = ∞, taking the limsup as n → ∞ in (3.12) we derive λ∗ ≤ J(x, ν),

which proves (a).
(b). Consider a canonical policy f∗ ∈ F. Then, by definition, it attains the minimum in

the equation uλ∗ = Tλ∗uλ∗ . The average cost of f∗ for the cost function cλ∗ is zero (recall
that ρλ∗ = 0), and so for any x ∈ X,

lim sup
n→∞

Ef∗
x

[∑n−1
k=0 c(xk, ak)− λ∗tn

]
n

= 0.

But,

Ef∗
x

[∑n−1
k=0 c(xk, ak)− λ∗tn

]
n

≥
Ef∗
x

[
`0 · (n− tn)− λ∗tn

]
n

= `0 − (`0 + λ∗)
Ef∗
x [tn]

n
.

Taking the lim sup in the above inequality yields

0 ≥ `0 − (`0 + λ∗) lim inf
n→∞

Ef∗
x [tn]

n
.

This shows that it is not possible to have lim infn→∞E
f∗
x [tn]/n = 0. Now, using the fact that

lim infn→∞E
f∗
x [tn]/n > 0, and arguing as in part (a) of this theorem, we obtain

λ∗ = − 1

Ef∗
x [tn]

uλ∗(x) +
1

Ef∗
x [tn]

Ef∗
x

[ n−1∑
k=0

c(xk, ak)

]
+

1

Ef∗
x [tn]

Ef∗
x [uλ∗(xn)]
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and then, proceeding as in (3.12), we can conclude that λ∗ = J(x, f∗) for all x ∈ X. This last
fact together with part (a) yields (b).

(c). This claim is a direct consequence of Lemma 3.3 and part (b) of this theorem. �

Theorem 3.7 gives sufficient conditions ensuring that the optimal ratio-average cost is
the solution of a dynamic programming equation, and shows the existence of an optimal
deterministic stationary policy from the fixed point equation u∗ = Tλ∗u∗. With the notation
introduced in (3.5) and (3.6), this equation reads (cf. (3.7))

u∗(xf , xs) =


Mu∗(xf , xs), if (xf , xs) ∈ D∧,
min

{
Mu∗(xf , xs),Hλ∗u∗(xf , xs)

}
, if (xf , xs) ∈ D∨ \D∧,

Hλ∗u∗(xf , xs), if (xf , xs) ∈ X \D∨.

The following is a direct consequence of both Theorem 3.7 and the definition of a canonical
policy.

Corollary 3.8 Let f ∈ F be a canonical policy. On the set D∨ \D∧, the following holds:

(a). If Mu∗(x) > Hλ∗u∗(x) = u∗(x), then the optimal action f(x) is in V f .

(b). If Hλ∗u∗(x) >Mu∗(x) = u∗(x), then the optimal action f(x) is in V s.

Some comments of the previous results are the following:

Remark 3.9 (i) The case Mu∗(x) = Hλ∗u∗(x) = u∗(x) is a little particular. In this sce-
nario, there is an optimal action in V f and there is also an optimal action in V s, so
that the decisor can run either the usual or the special sub-dynamic.

(ii) Obviously, when the state is in D∧ or in X \D∨, then optimal actions are necessarily in
V s or in V f , respectively.

Contact set and continuation region. We introduce the set D∗ defined as:

D∗ =
{
x ∈ D∨ : u∗(x) =Mu∗(x)

}
,

with x := (xf , xs). This set is so-named contact set and it can be regarded as an optimal
region, in the sense that outside it, the optimal choice is to apply a fast action in V f (and
so the standard sub-dynamic is activated) and once the state of the system reaches D∗, an
optimal rule is to apply an action in V s (and thus the special sub-dynamic is turned on).
This fact can be summarized as follows.

Proposition 3.10 For any canonical policy, an optimal rule outside D∗ must necessarily be
in V f , whereas inside D∗ the optimal rule can be taken in V s.

Proof. Note that the three possibilities (a), (b) and (i) described in both Corollary 3.8 and
Remark 3.9 are mutually exclusive. As a consequence, the result follows because (b) and (i)
correspond to the case when x ∈ D∗, while (a) holds when x /∈ D∗. �

Note that Proposition 3.10 does not give any topological property of the contact set D∗.
To provide more regularity on this set, we impose some additional conditions.
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Proposition 3.11 Suppose that Assumptions 2.2, 2.3, and 3.4 hold where the Assump-
tions 2.3(i)–(iii) are replaced with:

(i)’ The multifunction x 7→ A(x) is continuous and compact-valued.

(ii)’ For any u ∈ B(X), the mapping (x, a) 7→
∫
X u(y)Q(dy|x, a) is continuous on K.

(iii)’ The cost function is in B+(K) and it is continuous on K.

Under these conditions, the contact set D∗ is closed.

Proof. Use Proposition D.3 in Hernández-Lerma [16] to prove that u∗ and Mu∗ are contin-
uous and so D∗ is the inverse image of {0} for the continuous function u∗ −Mu∗. �

Observe that, under the conditions of this proposition, the sets defining (a) and (b) in
Corollary 3.8 above are open, while the set given in the Remark 3.9(i) is closed.

Time-interface set. The time-interface set consists of real positive numbers {τn}n≥0 that
signalize the times when the special sub-dynamic must be activated in an optimal way. This
sequence can be obtained in terms of the contact set D∗ as follows: Let

ω =
(
x0, a0, · · · , xk, ak, · · ·

)
be an element of H∞ = K∞, with xk := (xfk , x

s
k), we recursively define:

τi ≡ τ(ω, i) = inf{k ≥ τ(ω, i− 1) + 1 : J∗(xk) =MJ∗(xk)} for all i ≥ 0,

with τ(ω,−1) = −1, which is regarded as a stopping time relative to the history, i.e., τ(ω, i)
is a random variable with values in {0, 1, 2, · · · ,∞}.

4 Example: a pollution accumulation problem

Suppose that an economy consumes a specific good or product and that, as a byproduct of
this consumption, it generates pollution. We assume that the pollution stock xk is gradually
degraded and is represented by the system

xfk+1 = p(ak)− g(xsk)x
f
k + ξk k ≥ 0,

where the variable xf denotes the stock of pollution with values in Xf = [0,∞), and xs

stands for the levels (or modes) of environmental contingency decided by the government,
with values in Xs = M = {1, 2, · · · , l}. Also, the quantity ak ≥ 0 denotes the consumption
rate at time k with range in [0, γ(xf , xs)], where γ(xf , xs) > 0 is a constant usually imposed by
international protocols, and p(ak) is the amount of pollution derived to consume the quantity
ak. For each i ∈M , there is a decay rate of pollution associated to level i that is represented
by the function g(i) ≥ 0. Finally, the sequence {ξk} is a sequence of i.i.d. random variables
that measure external events that are not predicted in the model.

The government is capable to change among the different modes of environmental contin-
gency: such changes are instantaneous in time, and they produce a cost of switching between
modes i to j, denoted by `(i, j) > 0 . In addition, the new mode j can be restricted according
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to the value of the stock xf ; i.e., the action j must be restricted to the set A(xf , i) ∩Xs (in
this example V s = Xs).

As a response to the pollution levels, the economy has a disutility D(x, i) and the objective
is to find a consumption-mode policy {ak} with values in [0, γ(xf , xs)] or in A(xf , xs) ∩ V s

that minimizes the long-run ratio-average expected cost (3.1) for c = D + `.
The whole dynamic can be rewritten as follows:(

xfk+1, x
s
k+1

)
=
(
p(ak)− g(xsk)x

f
k + ξk, x

s
k

)︸ ︷︷ ︸
standard sub-dynamic

if ak ∈ [0, γ(xf , xs)],

or (
xfk+1, x

s
k+1

)
=
(
xfk , ak

)︸ ︷︷ ︸
special sub-dynamic

if ak ∈ Xs = M, k ≥ 0.

This problem has been studied for many different classes of dynamics (discrete-time and
continuous-time models) when a utility is also considered in the model (see, for instance,
Kawaguchi and Morimoto [15] and their references). However, in all these models, the en-
vironmental contingency decided by the government has not been considered. The use of
average payoff criteria is useful when we are taking into account future generations. This
consideration may have ethic and economic impacts.

Finally, the sets D∧ and D∨ can be regarded in this context as follows: D∧ = [K1,∞)×M
and D∨ = [K2,∞)×M , with K2 ≤ K1. In this case, if the mode is i ∈M at time k, and the

stock of pollution xfk is in [0,K2) (low level of pollution), the rule suggests to keep consuming

the quantity ak and to keep the same mode i, but once the state xfk ∈ [K1,∞) (high level of
pollution), the rule is to change immediately the mode from i to some other state j ∈M , j 6= i.
Such a change also depends on the set A(xf , xs) whose role is not allowing situations to change
into worse modes that can increase the pollution; whereas on [K1,K2]×M , the government
has the option either to keep consuming or to change the environmental contingency mode,
this choice may be highly dependent on which of the two actions produce a lower cost.

The advantage of this new model is that it considers situations when the pollution can
be classified by levels and, according to each level, both the decay rate and the level of
consumption change; for instance, the higher the level of pollution, the stronger the restriction
for the consumption, a rather realistic situation.

5 Alternative non-hybrid formulation

Throughout this section, we will restrict ourselves to the class stationary policies Φ (see
Section 2 for a detailed description of this class of policies).

By our ergodicity Assumption 3.4, we know that for each ϕ ∈ Φ the state process
{(xfk , x

s
k)}k∈N is an ergodic Markov chain with invariant probability measure µϕ on B(X)

which satisfies

µϕ(B) =

∫
X

∫
A(x)

Q(B|x, a)ϕ(da|x)µϕ(dx) for all B ∈ B(X).

Conversely, if a probability measure µ on X ×A satisfies µ(K) = 1 and

µ(B ×A) =

∫
K

Q(B|x, a)µ(dx, da) for all B ∈ B(X), (5.1)
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then its marginal on X, i.e.,

µ̂(B) = µ(B ×A) for B ∈ B(X)

is an invariant probability measure of the state process {(xfk , x
s
k)}k∈N under some ϕ ∈ Φ (for

further details, see Hernández-Lerma and Lasserre [17], Section 6.4). We will denote by ∆
the (convex) set of probability measures on B(K) satisfying (5.1).

On the other hand, given any function v ∈ B+(K), interpreted as a cost function, the
long-run expected average cost of a policy ϕ ∈ Φ is constant (it does not depend on the initial
state) and equals ∫

X

∫
A(x)

v(x, a)ϕ(da|x)µϕ(dx).

Therefore, the control problem of minimizing the long-run expected average cost for v is
equivalent to the linear programming problem given by

minimize

∫
K
v(x, a)µ(dx, da) subject to µ ∈ ∆.

In addition, we can incorporate a constraint function v1 ∈ B+(X) and consider the constrained
control problem to minimize the long-run average cost of v subject that the long-run average
cost of v1 is larger than or equal to some constant θ ∈ [0, 1]. This constrained problem is
equivalent to the linear programming problem

minimize

∫
K
v(x, a)µ(dx, da) subject to µ ∈ ∆ and

∫
K
v1(x, a)µ(dx, da) ≥ θ.

In our context, under the additional condition that Proposition 3.11(ii)’ holds (which
ensures that ∆ is compact with the weak topology), we will consider v = c, the running cost
function, and v1(x, a) = 1V f (a) for (x, a) ∈ K. For 0 ≤ θ ≤ 1 define

V (θ) = inf
µ

{∫
K

c(x, a)µ(dx, da) : µ ∈ ∆ and

∫
K

1V f (a)µ(dx, da) ≥ θ
}
. (5.2)

Observe that the restriction
∫
K 1V f (a)µ(dx, da) ≥ θ can be interpreted as follows: the long-

run expected proportion of actions taken in V f is larger than or equal to θ:

lim
n→∞

1

n
Eϕx

[ n−1∑
k=0

1V f (ak)
]
≥ θ.

Note also that the set {(x, a) ∈ K : a ∈ V f} is closed because the sets V f and V s are
disjoint and closed. Then, by the Portmanteau theorem, it follows that the set of µ with∫
K 1V f (a)µ(dx, da) ≥ θ is closed. In particular, the infimum in (5.2) is attained because it is

the minimum of a continuous function on a compact space.

Proposition 5.1 Suppose that Assumptions 2.2, 2.3, and 3.4 hold, and that the conditions
of Proposition 3.11 are also satisfied.

(i) The function V is monotone nondecreasing, convex and continuous on [0, 1].

(ii) For some 0 ≤ θ∗ ≤ 1 and some subderivative dθ∗ of V at θ∗ we have V (θ∗) = θ∗dθ∗.
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Proof. (i). The fact that V is monotone nondecreasing is straightforward because the larger θ
the smaller the feasible region.

Given θ1, θ2 ∈ [0, 1] and 0 ≤ γ ≤ 1, for some µ1, µ2 ∈ ∆ we have

V (θ1) =

∫
cdµ1 and

∫
1V f (a)dµ1 ≥ θ1

and

V (θ2) =

∫
cdµ2 and

∫
1V f (a)dµ2 ≥ θ2.

The measure µ = γµ1 + (1− γ)µ2 ∈ ∆ verifies
∫
v1dµ ≥ γθ1 + (1− γ)θ2, and so

V (γθ1 + (1− γ)θ2) ≤
∫

cdµ = γV (θ1) + (1− γ)V (θ2),

which proves the convexity of V .
This last property makes the function V to be continuous on (0, 1). In addition, since V is

monotone nondecreasing, it must be necessarily continuous at 0. Let us now prove continuity
of V at 1. It is easy to see (again by the Portmanteau theorem) that if θn ↑ 1 and µn attains
the infimum in (5.2) for θn, then the limit though some subsequence µn′ → µ satisfies the
constraint

∫
K 1V f (a)µ(dx, da) ≥ 1 with V (1) ≤

∫
K cdµ = V (1−). By monotonicity of V this

shows that, necessarily, V (1−) = V (1), thus proving continuity of V .
(ii). If V (0) = 0 then θ∗ = 0 satisfies the conditions given in (ii). So, suppose that

V (0) > 0. It is easy to see that the set:

{α > 0 : V (θ) = αθ for some 0 ≤ θ ≤ 1}

is of the form [α0,∞) for some α0 > 0. We can deduce that, for θ∗ > 0 such that V (θ∗) =
α0θ

∗, the epigraph of V is contained in the half-space {y ≥ α0x} and so α0 is necessarily a
subderivative of V at θ∗. This completes the proof. �

Proposition 5.2 Assume the conditions of Proposition 5.1 are valid. Then, for every 0 ≤
θ ≤ 1, there exists some dθ ≥ 0 and u ∈ B(X) such that

V (θ) + u(x) = inf
a∈A(x)

{
c(x, a)− dθ(1V f (a)− θ) +

∫
X
u(y)Q(dy|x, a)

}
for all x ∈ X.

Proof. Given µ ∈ ∆ observe that (
∫

1V f (a)dµ,
∫

cdµ) ∈ [0, 1]×[0,∞) belongs to the epigraph
of the function V . Let dθ ≥ 0 be any subdifferential of V at θ. The epigraph is contained in
the half-space

{(x, y) ∈ R2 : y − V (θ) ≥ dθ(x− θ)}.

In particular,

V (θ) ≤
∫

cdµ− dθ
(∫

1V f (a)dµ− θ
)
,

and so

V (θ) ≤ inf
µ∈∆

∫ (
c− dθ(1V f (a)− θ)

)
dµ.
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On the other hand, if µ∗ solves (5.2) then

inf
µ∈∆

∫ (
c− dθ(1V f (a)− θ)

)
dµ ≤

∫ (
c− dθ(1V f (a)− θ)

)
dµ∗ ≤

∫
cdµ∗ = V (θ).

Consequently, V (θ) equals the (unconstrained) minimum long-run average cost for the cost
function c− dθ(1V f (a)− θ). Hence, the result follows because

V (θ) + u(x) = inf
a∈A(x)

{
c(x, a)− dθ(1V f (a)− θ) +

∫
X
u(y)Q(dy|x, a)

}
, (5.3)

for x ∈ X, is just the dynamic programming optimality equation of this (unconstrained)
average cost problem. �

Given the hybrid control problem with the ratio-average optimality criterion, we can
consider an associated control problem with the usual average cost optimality criterion

J̃(xf , xs, ν) = lim sup
n→∞

1

n
Eνxf ,xs

[ n−1∑
k=0

c(xfk , x
s
k, ak)

]
.

This control problem consists in assuming that a “system-time unit” passes for whatever
action is taken, either in V f or V s, and then the denominator n corresponds to the number
of actions taken. We will refer to this problem as the associated non-hybrid control model.

Rewrite the equation (5.3) as

V (θ)− dθθ + u(x) = inf
a∈A(x)

{
c(x, a)− dθ1V f (a) +

∫
X
u(y)Q(dy|x, a)

}
for x ∈ X.

Let 0 ≤ θ∗ ≤ 1 be as in Proposition 5.1(ii); that is, such that V (θ∗) − dθ∗θ∗ = 0. We can
proceed as in Theorem 3.7 to show that dθ∗ = λ∗, the optimal ratio-average cost of the hybrid
control problem.

This shows that the smallest slope d ≥ 0 for which the straight line θ 7→ dθ intersects
(tangently) the epigraph of V is precisely the optimal ratio-average cost of the problem d = λ∗.
Knowledge of the function V , and hence of the abscissa θ∗ at which tangency occurs, would
yield knowledge of λ∗.

We can conclude the following: the hybrid control problem with ratio-average cost is equiv-
alent to a non-hybrid control problem with “usual’’ average cost, with the restriction that the
long-run expected proportion of actions taken in V f is bounded by below by some θ∗.

6 Comparison with impulse and switching control

A discrete-time standard control model represents a dynamic system, where at each unit
of time {0, 1, 2, . . .}, a control (or action) ak is chosen and the (stochastic) transition rule
(influenced by the control) is activated to transform the state xk into xk+1; for each transition
a cost ck is assigned and this process continues until a final time (possible infinite). Thus a
total cost is associated with each control policy (i.e., with each sequence of controls chosen),
and the objective is to optimize the total cost with respect to all possible (admissible) policies.
If the final time is unbounded then some assumptions on the cost ck are necessary (e.g.,
discounted or long-run average cost), to obtain a bounded total cost. The action of stopping
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the transitions (i.e., the evolution of the system) can be accomplished either by selecting
controls with zero-cost or by setting a specific model referred to as stopping time problem.

In a hybrid model, due to the instantaneous transitions, two counters of time are conve-
nient, one referred to as the internal-time (of the system) tk or the “natural” or “actual”
time (which counts only the standard —non instantaneous— transitions) and another one,
the evolution-time k (or transition time, which counts all transitions, including all the instan-
taneous ones). The cost ck associated with an instantaneous transition cannot be discounted
and should be eventually positive (so that infinite cycles with zero-cost are discarded); this
assumption gives a distinct characteristic to the hybrid model, and the stopping action needs
a specific setting (which is not considered in this model, for simplicity). Modeling this hybrid
control introduces a non-standard control (the action of choosing, or not, an instantaneous
control), which is expressed by using a control either in V f or in V s.

Purely impulse or switching control problems are perhaps the simplest classes of hybrid
control problems: they correspond to the case where D∧ = ∅ and D∨ = X, i.e., the controller
is allowed to choose a control either in V f or in V s at every state of the system; and (due to
the “purely” qualification) the state-action V f has only one element (i.e., only one possible
choice of standard or regular control). Moreover, the internal-time tk is used implicitly, and
only the evolution-time k is necessary. Impulse (or impulsive) control and switching control
problems are not different at an abstract level. However, in the simplest case of impulse
control (e.g., a typical model of inventory problems; see Bensoussan [4]) the component xs is
not distinguished (or single-out), the state-action V s ⊂ X, and the impulse control produces
an instantaneous change in xf ; while in the simplest case of switching control (e.g., a typical
model of power generation as in Blankenship and Menaldi [10]) the component xs has a finite
range, the state-action V s has only a finite number of elements so that Xs = V s, and the
switching control produces an instantaneous change in the xs component, but (usually) not
a change in the xf component. It is then clear that a simplified notation results in a better
description of these situations.

This means that, as in Remark 2.1, the dynamic system can be also formulated in an
equivalent way by means of two measurable functions (of a particular form!) F : X×V f×S →
Xf and G : X × V s × S → X, with S a Borel space, and V f = {v} with only one element.
Thus, in the simplest case, for an impulse control model with state x = (xf , xs) (the grouping
of the components in xf and xs is not needed),

xk+1 = F (xk, v, wk)︸ ︷︷ ︸
standard sub-dynamic

if ak ∈ V f ,

or

xk+1 = ak︸ ︷︷ ︸
special sub-dynamic

if ak ∈ V s ⊂ X,
(6.4)

and for a switching control model with state x = (xf , xs), and V s having a finite number of
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elements, (
xfk+1, x

s
k+1

)
=
(
F (xfk , x

s
k, v, wk), x

s
k

)︸ ︷︷ ︸
standard sub-dynamic

if ak ∈ V f ,

or

(xfk+1, x
s
k+1) = (xfk , ak)︸ ︷︷ ︸

special sub-dynamic

if ak ∈ V s = Xs,

(6.5)

where {wk} is a sequence of i.i.d. random variables on S. Note that in both cases there is
an “implicit” action/control of choosing an element in either V f or V s, which in this model
means the decision of switching (or making an impulse) at any time.

In Stettner [29] there are general conditions under which the long-run average cost problem
is solved for the impulse control in discrete-time; and in Perthame et al. [23], the specific case
of switching for reflected diffusion processes is studied.
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