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THREE-FORM PLANNED MISSING DATA SURVEY DESIGN    1 

Maximizing data quality and shortening survey time: Three-form planned missing data 1 

survey design 2 

 Maximizing data collection quality while reducing participant burden can improve 3 

research quality (Graham, Hofer, & MacKinnon, 1996; Graham, Taylor, Olchowski, & Cumsille, 4 

2006). Although over two decades of methodological research supports the use of planned 5 

missing data designs (PMDDs), such designs are rarely utilized within the exercise and sport 6 

sciences. Using a PMDD does not mean that the researcher plans or expects that there will be 7 

missingness or attrition that will have to be dealt with at some point. Rather, a PMDD is an 8 

anticipatory approach to reduce the likelihood of missing data from participants. The researcher 9 

does this by randomly assigning participants to complete a subset of all the survey items. Both 10 

simulation studies and illustrative examples of how to implement PMDD surveys have supported 11 

the ability to produce the same results as complete data while asking participants no more than 12 

75% of the total survey items (Graham, Hofer, Piccinin, 1994; Little, Jorgensen, Lang, & Moore, 13 

2014). As a result of fewer items being displayed to each participant, less unplanned missing 14 

data is expected and typically seen (Graham, et al., 2006; Moore & Fry, 2017b). Rather than 15 

researchers implementing a reactionary approach that views missing data as a problem, 16 

researchers implementing PMDD surveys actively design their surveys to reduce participant 17 

burden, fatigue, and motivation lapses (Graham, et al., 2006; Little, et al., 2014).  18 

PMDD Surveys 19 

Researchers can use what is known about missing data mechanisms and the modern 20 

treatments of missing data (See Sections below) to their advantage when they use PMDDs 21 

(Graham, Cumsille, & Elek-Fisk, 2003; Graham, et al, 2006). PMDDs randomly assign 22 

participants to conditions where they respond to a subset of items, which results in data missing 23 

completely at random (MCAR). Therefore, the data relationships can be completely and 24 
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unbiasedly recaptured (Enders, 2010). There are a number of PMDDs possible. Below we 25 

explain the flexible three-form survey PMDD used in the current study. It is worth noting that 26 

researchers with longer surveys may benefit by further reducing the number of items distributed 27 

to each participant by using a PMDD with more forms. Additional versions of PMDD, such as 28 

the seven-form design, are available and have been discussed elsewhere (Enders & Baraldi, 29 

2018). Interested readers are also directed to Graham (2010) and Little (2013, chap. 2) for 30 

additional designs. 31 

PMDDs assist researchers in maximizing the quality of their data by developing surveys 32 

that are shorter (less burden on the participant) and more likely to have any missing data due to 33 

the researcher randomly assigning which survey items each participant saw (i.e., MCAR). The 34 

most straightforward PMDD is the three-form survey design. In this design, researchers assign 35 

their survey items into one of the following blocks: X-block, A-block, B-block, or C-block 36 

(Graham, et al., 2006). The X-block, also called the common block, is comprised of items that 37 

are presented to all participants, which include demographic items, as well as a selection of items 38 

from the different scales of the survey. The rest of the scale items are evenly distributed across 39 

the A-, B-, and C-blocks, so that there are items from every scale in each of these three blocks. 40 

Finally, three versions of the survey are produced by removing one block of items (i.e., A-, B-, 41 

or C-block) from each survey. The resulting three survey forms would be: survey form 1 does 42 

not include items from the A-block, survey form 2 does not include items from the B-block, and 43 

survey form 3 does not include items from the C-block (See Figure 1). This formation of items 44 

allows for overlap between items (coverage) and the estimation of their covariance. This 45 

proportion of data available to estimate these relationships is called covariance coverage. 46 

Depending on the size (i.e., number of items) of the X-block, the study participants will only see 47 
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66-75% of the total possible survey items. As long as the survey form the participant completes 48 

is randomly assigned to the participant, the data missing due to the participant not being shown a 49 

block of items is MCAR (See Missing Data Mechanisms for further explanation). With sufficient 50 

covariance coverage, missing data can be recovered using modern technique for handling 51 

missing data: multiple imputation (MI) or full-information maximum likelihood (FIML; See 52 

Section Modern Techniques for Handling Missing Data for more detail).  53 

Graham and colleagues work (1996; 2006) showed that researchers could successfully 54 

recapture the sample statistics (i.e., means, standard deviations, and correlations) by 55 

implementing a three-form PMDD survey with the scale items distributed across the different 56 

blocks (i.e., between-block item assignment). However, both illustrative examples of PMDDs 57 

included three of four scales per survey form, and in the 2006 article, this approach (i.e., 58 

assigning the same scale items to one block or within-block assignment) was recommended for 59 

use by researchers due to the capabilities of methods for handling missing data at the time of 60 

publication. More recent simulation studies have continued to support the between-block item 61 

assignment for PMDDs with both cross-sectional (Huff, Anderson, & Tambling, 2015; Little, et 62 

al., 2014; Smits & Vorst, 2007) and longitudinal study designs (Jia, Moore, Kinai, Crowe, 63 

Schoemann, & Little, 2014; Jorgensen, Rhemtulla, Schoemann, McPherson, Wei, & Little, 64 

2014). Between-block assignment entails splitting the items of a scale across the A-, B-, and C-65 

Blocks. These studies showed with simulated data and data collected in the real world that 66 

parameters could be estimated without bias by handling the missing data from a PMDD with 67 

either MI or FIML. Despite the support for the between-block item assignment, the description 68 

of PMDD surveys using within-block item assignment continues to permeate the literature 69 

(Enders & Baraldi, 2018; Kaplan & Su, 2018).  70 
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Given the inconsistent information in the literature about how to assign survey items 71 

when implementing PMDD surveys, it is not surprising that applied researchers may be 72 

concerned over properly implementing the methodology to ensure the data collected have 73 

appropriate reliability and validity. As highlighted above, Graham and colleagues (2006) 74 

recommended assigning all items of a scale or facet of a large scale to the same A-, B-, or C-75 

block to maximize reliability, whereas Little (2013) recommended spreading scale items across 76 

these blocks to maximize validity (i.e., unbiased parameter estimates between constructs). 77 

Therefore, this article has two purposes. First, to help address such confusion in the literature by 78 

testing these different ways of creating a three-form PMDD survey in order to provide empirical-79 

based recommendations for how items should be distributed across blocks to retain reliability 80 

and validity. Second, this study utilized a sport and exercise psychology dataset to illustrate the 81 

ability of PMDD surveys to produce results equivalent to the results from data collected without 82 

utilizing a three-form PMDD survey approach (i.e., produce unbiased parameter estimates).  83 

Missing Data Mechanisms 84 

The missing data mechanisms classify the patterns of association between the observed 85 

and missing parts of a dataset. Conceptually, missing data mechanisms describe reasons why 86 

data are missing. These reasons for missingness can affect the ease of recovering the relations 87 

among variables and the extent to which results will be biased. One missing data mechanism is 88 

missing completely at random (MCAR). The reason(s) the data are missing have no association 89 

with either the observed or missing values in the dataset. Since the cause of missingness has 90 

nothing to do with any of the variables in the study, the missing data appear as a random 91 

subsample of the observed data (Enders, 2010). MCAR is the best situation to be in because the 92 

missing data do not introduce bias into the analysis, estimated parameters, or generalization of 93 
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the results—so long as deterministic imputation (i.e., mean substitution, last observation carried 94 

forward, regression substitution) is not used. An example of MCAR would be missing data on a 95 

particular item because the researcher did not realize the last item on a survey page did not fully 96 

print onto the page, so the participant could not respond to the item. The reason the participant 97 

has missing data cannot be predicted by any other observed or missing values, which makes the 98 

missing data MCAR.  99 

A second missing data mechanism is missing at random (MAR). MAR assumes no 100 

association between the unobserved values and the chances of responding after controlling for 101 

the observed values (Enders, 2010). In other words, the reason the data are missing may be 102 

related to the observed variables in the study. This type of missing is predictable using the other 103 

items in the study. For example, if you are measuring depression and males are less likely to 104 

respond than females, then the missing responses are MAR, so long as sex is measured in the 105 

dataset. Finally, the missing not a random (MNAR) mechanism may be seen as the worst type of 106 

missing data since the information needed to recover the missing values is itself missing (Enders, 107 

2010). This means the reason for the missing may be associated not only with observed, but also 108 

unobserved values. In other words, after controlling for the relation between missingness and all 109 

observed values there remains a dependence between the missingness and the unobserved values.  110 

A general recommendation is to determine items to include that correlate with items 111 

participants are likely to not answer. For example, researchers have found that individuals, 112 

particularly men, at higher levels of income are more likely to skip questions related to annual 113 

income (Little, 2013). Since this pattern is known, other variables can be included in the study to 114 

recover or predict this missingness. For income, examples of such items include the type of car 115 

they own, number of televisions in the home, size of the home, number of bedrooms and 116 
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bathrooms in the home, and hobbies. The addition of these variables can convert the MNAR 117 

income values to MAR due to the relationships of the missingness with the other, related 118 

variables in the study. Although there are specialized methods for MNAR data (e.g., pattern 119 

mixture models and selection models), these methods rely on strong, untestable assumptions, so 120 

they tend to be of little use in practice (Enders, 2010). For detailed discussions of MNAR-121 

specific methods see Enders (2010; 2011), Li, Chen, Ciu, and Liu (2017), Little (1995).  122 

In summary, MCAR data is the best situation for researchers, because the missing data is 123 

fully recoverable since the reason for missing is completely random. Therefore, the results will 124 

not be biased due to the missing data (Enders, 2010). The second-best situation is MAR because 125 

other variables in the data can be used to recover the data that are missing. Lastly, missing data 126 

due to MNAR is not recoverable and will result in biased estimates.  127 

Modern Techniques for Handling Missing Data  128 

Traditional methods of handling missing data include listwise or pairwise deletion, mean 129 

substitution, last observation carried forward, and regression substitution; all of which result in 130 

documented bias under MAR and reduced power even under MCAR (Enders, 2010; Little, 2013; 131 

Little & Rubin, 2019). Currently, MI and FIML are two modern approaches to handling missing 132 

data in order to recover relationships. The two methods have the same primary assumption (MAR 133 

data). As the name suggests, MI generates multiple imputed data sets and is an alternative to 134 

FIML. Numerous studies have shown when the same variables (auxiliary and analysis variables) 135 

are used, the results from FIML are asymptotically equivalent to MI as the number of 136 

imputations go to infinity (Enders, 2010). Despite this asymptotic equivalence, FIML and MI 137 

operate in fundamentally different ways which may influence which approach is utilized for a 138 

particular study design (see Enders (2010) for examples). MI works by replacing the missing 139 
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values with a set of plausible estimates (usually the predicted values from a special type of 140 

regression equation). FIML does not replace the missing values at all. With FIML missing data 141 

and model estimation are handled simultaneously using the ML iterative process. For an 142 

intuitive explanation of MI, FIML, and the differences between them see Little, et al., 2014.  143 

MI was originally developed to handle missing data present in large datasets that were 144 

collected to answer multiple research questions (Rubin, 1987). MI is a data pre-processing step 145 

that occurs before any of the substantive data analyses to produce a specified number of imputed 146 

datasets. So, every analysis based upon the imputed datasets is using the same data. When FIML 147 

is used to fit different models to the same data and only some of the variables overlap in those 148 

analysis models, then the parameter estimates for the variables common to each model can vary 149 

slightly. These differences arise because FIML uses only the information contained in the 150 

variables included in the model (including auxiliary variables). MI, on the other hand, can 151 

incorporate information from all the variables in a dataset—as well as transformations of the 152 

observed variables (e.g., interactions, polynomial terms)—during the imputation process 153 

(Howard, Rhemtulla, & Little, 2015).  154 

In certain circumstances, MI is more appropriate than FIML. For example, when 155 

researchers need to include a large number of auxiliary variables or when the analysis model 156 

cannot be estimated with ML. MI was the only option for the current study because we needed to 157 

average the items to create parceled indicators of the latent constructs. As the MI datasets are 158 

created as a step separate from the modeling/analysis step, the parcels were calculated with the 159 

imputed datasets; thus, not averaging across any missing data. In contrast, with FIML, the 160 

parcels would be calculated by averaging across items with missingness, because the parcels are 161 

calculated before FIML is used in the model analysis step. The exception to this is the within-162 
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block case, because items are averaged by block assignment. Although the use of parcels is still 163 

debated (Little, Rhemtulla, Gibson, & Schoemann, 2013; Marsh, Lüdtke, Nagengast, Morin, & 164 

von Davier, 2013), parceling was employed to improve the generalizability of our resampling 165 

study. Any scale with more than three items can be condensed into a set of three parcels, but only 166 

scales with a modest number of items can be analyzed at the item level. By parceling, our results 167 

are applicable to scales of any size. Analyzing our scales at the item level, although possible, 168 

would have limited the generalizability of our results to scales with approximately 5 to 10 items.  169 

The drawback of MI for some is that it is not built into the modeling/analysis process 170 

automatically, but rather must be done separately before conducting analyses. The three main 171 

steps typically discussed when using MI are the imputation step, analysis step, and pooling step. 172 

During the imputation step, the researcher generates a number of imputed datasets; see Graham, 173 

Olchowski, & Gilreath (2007) for recommendations. Next, the researcher uses their statistical 174 

software of choice to fit the analysis model to each imputed dataset separately. Finally, the 175 

results of these analyses are combined (pooled according to Rubin’s Rules: Rubin, 1987) to 176 

produce a single set of results (point estimates and standard errors). For many common types of 177 

analysis (e.g., linear regression), the second and third step can be automatically completed by 178 

many statistical software packages once the data is identified as MI, however, not all software 179 

complete both steps for all analyses (e.g., SPSS). 180 

Current Study 181 

 The current study sought to examine how item distribution in three-form survey PMDDs 182 

affects both construct reliability and validity (i.e., point estimates of the means and relationships) 183 

of constructs that are commonly used in sport and exercise psychology research. To address this 184 

question, we conducted a resampling study with an existing dataset (see Methods for details) 185 
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used as the ‘population’ dataset. This contrasts with a simulation study; when the researcher 186 

generates the population dataset based upon a specific set of parameter criteria.  We conducted a 187 

resampling study to increase the ecological validity of our results. As seen in the many sources 188 

cited above, the statistical performance of PMDDs has been repeatedly supported via simulation 189 

studies, but simulated data are rarely as intricate and nuanced as real data. We wanted to assess 190 

the performance of PMDDs in real data while retaining the ability to draw conclusions based on 191 

empirical, repeated sampling (as in a simulation study); thus, the resampling study approach.  192 

To address our purpose, we compared three-form designs with three different X-Block 193 

compositions (without scale items, informed scale item assignment, and random scale item 194 

assignment), and three options for item distribution across the A-, B-, and C-Blocks (within-195 

block, between-block, and random between-block assignment). Within-block assignment refers 196 

to assigning whole scales, subscales, facets, or similar items from a scale to the same block 197 

(Rhemtulla & Hancock, 2016). Between-block assignment refers to assigning items to blocks so 198 

that there are items from each scale, subscale, or facet present in each block. Finally, random 199 

assignment refers to randomly assigning items to each block. These three approaches have been 200 

proposed by other researchers but to our knowledge the performance of all these proposed 201 

approaches have not been compared to each other (Rhemtulla & Hancock, 2016; Rutkowski, 202 

2017). We assessed the effect of these three-form survey PMDD options on the quality of the 203 

estimated factor loadings, item intercepts, residual variances, latent correlations, and reliabilities 204 

with sample sizes of 100, 200, 300, 400, and 500. These sample sizes were selected for two 205 

related reasons. First, results from prior simulation studies with sample sizes above 500 in the 206 

PMDD simulation characteristics have found trivial changes in results for samples sizes of 500 207 

and greater (Lang & Little, 2014; Rhemtulla, Jia, Wu, & Little, 2014). Second, focusing on the 208 
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lower sample size range (100 to 500) was reflective of the field, which met this resampling study 209 

purpose to assess PMDD with sample sizes often seen in actual sport and exercise psychology 210 

data collections. This sample size range also includes the sample sizes recommended from prior 211 

simulation studies for cross-sectional and longitudinal three-form PMDD (Graham, et al., 1996; 212 

Graham, et al., 2006; Jia, et al., 2014; Jorgensen, et al., 2014; Rhemtulla, et al., 2014). 213 

Methods 214 

Original Data 215 

 These data come from a published manuscript (Moore & Fry, 2017a) by the first author. 216 

The data were collected from members of a national exercise franchise who completed an online 217 

survey; the invitation to complete the survey was sent by the national franchise. The original 218 

survey did not use any type of planned missing data design. The study participants (N = 5,763) 219 

predominantly identified as female (91.2%, 8.0% missing) and white (90.2%, 1.7% missing) 220 

with an average observed age of 49.30 years (SD = 11.09, 8.9% missing). These demographics 221 

were consistent with the overall membership of the franchise nationally. Three of the constructs 222 

from the original study were utilized in this resampling study.  223 

 Measures 224 

 Perceived Motivational Climate in Exercise Questionnaire (PMCEQ). The PMCEQ 225 

(Huddleston, Fry, & Brown, 2012) measures exercise participants’ perceptions of the 226 

motivational climate as ego-involving (13-items) and task-involving (14-items). An ego-227 

involving climate is one in which participants perceive the leader as promoting rivalry by having 228 

favorites, embarrassing individuals who make mistakes or ask questions, and praising 229 

individuals’ performances relative to others in the group or normative standards. On the other 230 

hand, a task-involving climate is one in which the participants perceive the leader to praise effort 231 
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and improvement thereby promoting cooperative learning. Given each construct had three 232 

theoretically meaningful subscales, the items for these constructs were parceled using the facet-233 

representative approach (Little et al., 2013; Moore, 2012). That is, the items from each facet 234 

were averaged—after missing data imputation—to create three facet indicators for use in the 235 

analysis. Task- and ego-involving motivational climates have consistently demonstrated good 236 

reliability and validity in the exercise domain (Huddleston, Fry, & Brown, 2012; Brown & Fry, 237 

2013; Moore & Fry, 2014; 2017a) 238 

 Caring Climate Scale (CCS). The CCS (Newton, et al, 2007) is a 13-item scale that 239 

measures the extent participants perceive the psychosocial climate of physical activity settings to 240 

be one where they feel safe, welcomed, valued, and respected. As the CCS was not 241 

conceptualized to have facets, the “item-to-construct balance” approach to creating parcels was 242 

utilized. This approach averages empirically defined subsets of items to create parcels that are as 243 

close as possible to tau-equivalent (Little, Rhemtulla, Gibson, & Schoemann, 2013; Moore, 244 

2012). The composition of the three parcels was based upon the factor loadings from a 245 

confirmatory factor analysis (CFA) that was previously run on these data (Moore & Fry, 2017a). 246 

Resampling Study Procedure 247 

 Data preparation. The dataset described above acted as the “population” data from 248 

which we drew random samples for the resampling study. The data were first cleaned according 249 

to the procedures described in Lang, Moore, and Grandfield (under review). After cleaning, the 250 

data contained 5,244 observations with between 0.03% and 1.47% naturally occurring, 251 

unplanned, missing data per variable. These missing data were retained in the resampling 252 

processes. Within each replication of the resampling study, we randomly sampled a new working 253 

dataset from the original data. We also ran the study using only complete cases as the population 254 
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data, but the results did not differ from those presented here in any meaningful way. The 255 

“complete case” results are available as online supplementary material.  256 

Imposing planned missing data. After each working dataset was sampled as described 257 

above, planned missing data were imposed according to different versions of the three-form 258 

design. These versions differed in terms of two crossed factors: which items were assigned to the 259 

X-Block and how the items within parcels were distributed across the A-, B-, and C-Blocks. The 260 

X-Block factor had three levels: a trivial X-Block that contained only sex and race, an informed 261 

X-Block that contained items chosen with the help of previous CFA models (Huddleston, Fry, & 262 

Brown, 2012; Moore & Fry, 2014), and a random X-Block that contained randomly selected 263 

items from each scale. The items included in the informed X-block were those deemed to be 264 

closest to the construct centroid based upon theory and the factor loadings from prior CFA 265 

results (Huddleston, et al., 2012; Moore & Fry, 2014). See Moore (2012) and Moore and Fry 266 

(2017b) for more information regarding the development of the informed X-Block and the 267 

parceling scheme. As with the trivial X-Block, the informed and random X-Blocks also 268 

contained sex and race.  269 

The parcel factor also contained three levels: a within-block condition wherein all the 270 

items of a parcel were assigned to one of the A-, B-, or C-Blocks, a between-block condition 271 

wherein the items of a parcel were distributed across the A-, B-, and C-Blocks, and a random-272 

block condition wherein the assignment to A-, B-, and C-Blocks was randomized. For the two 273 

PMCEQ constructs, the parcels were facet representative. Therefore, the within-block condition 274 

put all items from a facet into the same block, so each block comprised items from one of the 275 

three facets of the overall construct. The Between condition distributed the items from each of 276 

the facets across the blocks, such that there were items from each facet in each block. For both 277 
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the random X-Block and the random parcel conditions, a new random assignment was generated 278 

for every replication of the resampling study. 279 

 Analysis model. The analysis model was a three-construct CFA with the scale of the 280 

latent constructs set by the fixed factor method (i.e., setting latent variances to 1 and latent means 281 

to 0), which converts the latent covariances to correlations. Each latent factor was indicated by 282 

three parcels, which were calculated after the data were imputed. We analyzed the planned 283 

missing data designs’ effects on the following parameter estimates: latent correlations, factor 284 

loadings, item intercepts, and residual variances.  285 

Outcome measures. Our analysis focused on bias and efficiency of the parameter 286 

estimates noted above and on the latent reliability. Each of these outcome measures is described 287 

briefly below. The accompanying MethodsX article (Lang, Moore, & Grandfield, under review) 288 

contains the technical definitions and equations for these measures. Latent reliability, similar to 289 

Cronbach’s alpha coefficient, can be viewed as the squared correlation between an observed 290 

scale score (i.e., the sum of the item scores) and that scale’s true score (Bollen, 1989; Raykov, 291 

2004). Unlike Cronbach’s alpha, the values used to estimate latent reliability are derived from a 292 

CFA model. Thus, the latent reliability represents the proportion of a scale’s observed variability 293 

that is attributable to the latent true score on the underlying construct (Raykov, 2004).  294 

Percent Relative Bias (PRB). PRB was calculated for each estimated parameter and each 295 

latent reliability to quantify the bias in an easily interpretable way. PRB scales the expected 296 

difference between an estimated parameter and the true value of that parameter (i.e., the bias) as 297 

a percentage of the true parameter’s magnitude (Muthen, Kaplan, & Hollis, 1987). Parameter 298 

estimates with absolute PRB values larger than 10 (i.e., estimated parameters that deviate from 299 

the true value, on average, by more than 10% of the true parameter’s magnitude) are generally 300 
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viewed as “unacceptably” biased (Muthen, Kaplan, & Hollis, 1987). For the purposes of this 301 

study, the true value of a parameter was defined as the average of that parameter’s estimates 302 

from the models fit to data without planned missing data. 303 

 Relative Efficiency (RE). We calculated the RE of each estimated parameter. In this 304 

study, RE quantifies the loss of efficiency (i.e., the increase in sampling variability) introduced 305 

by the planned missing data (Wu, Jia, Rhemtulla, & Little, 2016). A value of RE = 1.0 would 306 

indicate no loss of efficiency, and a value of RE < 1.0 indicates some loss of efficiency with 307 

smaller values indicating greater losses. For example, assume we estimate a parameter using a 308 

PMDD with N = 100. If the RE of this parameter estimate is 0.80, then we could have estimated 309 

that parameter just as efficiently (i.e., with the same standard error) using a sample of complete 310 

data with N = 80.  311 

 Convergence Failures. In addition to evaluating bias and efficiency, we also tracked four 312 

distinct types of convergence failures: complete failures of an entire study replication, failures of 313 

the imputation process, non-convergent CFA models, and CFA models that converged to 314 

inadmissible solutions (i.e., Heywood cases).  315 

 Software. All analyses were done using the R program (R Core Team, 2019). To handle 316 

the planned and existing missing data, we used the mice package (van Buuren & Groothuis-317 

Oudshoorn, 2011) to generate 100 imputed datasets. The CFA models were estimated in the 318 

lavaan package (Rosseel, 2012), and the parameter estimates were pooled in the mitools package 319 

(Lumley, 2019). For a review of analysis and pooling procedures for multiple imputed data see 320 

Enders (2010). See Lang, Moore, and Grandfield (under review) for the R scripts used for this 321 

study. 322 

Procedure. Our final design comprised 45 fully crossed conditions comparing the effect 323 
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of the three different X-Block (Trivial, Informed, Random) and Parcel (Within, Between, 324 

Random) combinations (9 total) across five sample sizes (N = 100, 200, 300, 400, 500). Within 325 

each condition, we ran 495 replications. Each replication began by randomly sampling 500 326 

observations from the “population” data. To make the 400 sample size, each randomly drawn 327 

sample of 500 was subsequently “trimmed down” by removing 100 observations. This process 328 

was repeated to make each of the smaller sample sizes (i.e., N = 300, 200, 100) for analysis. At 329 

each level of N, before imposing the planned missing, we fit the analysis model to the full data to 330 

estimate the parameters that would be used to define the “true” population values (as described 331 

above). 332 

Results 333 

 The following are the results from comparing the performance of the PMDD to the data 334 

containing naturalistic missing values as the population dataset. The results from the complete-335 

case population were only trivially different from those presented below, so we have provided 336 

the complete-case results as online supplementary material.   337 

Convergence 338 

In the N = 100 and N = 200 conditions, respectively, 144 (29.1%) and 1 (0.2%) of the 339 

replications failed completely. Additionally, the CFA model failed to converge for two 340 

replications of the N = 100, X-Block = Trivial, Parcel = Within condition. Two of the 341 

replications also failed at the imputation stage: one replication for the N = 400, X-Block = 342 

Random, Parcel = Random condition and one replication for the N = 500, X-Block = Random, 343 

Parcel = Within condition. See Table 1 for the number of inadmissible solutions (i.e., Heywood 344 

cases). Sample size was the largest determinant of non-convergence. Most convergence failures 345 

and inadmissible solutions occurred when N = 100. 346 
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Parameter Estimates 347 

The left columns in Figures 2 – 4 contain plots of the PRB for the residual variances, 348 

factor loadings, and latent correlations, respectively. The type of parameter being estimated had a 349 

substantial impact on the levels of bias. The residual variances were the most biased parameter 350 

estimates. Sample sizes of N = 400 were required to estimate the residual variances with 351 

approximately acceptable levels of bias (i.e., |PRB| < 10). Since the item intercept estimates were 352 

essentially unbiased for all conditions, the bias and efficiency plots for the item intercepts are 353 

provided in the online supplementary material. Factor loadings and latent correlations were 354 

unacceptably biased at sample sizes of 100, but this bias dissipated rapidly as sample sizes 355 

increased to 200 and above.  356 

The contents of the X-Block also had a notable impact on parameter estimate bias. 357 

Specifically, the random and informed X-Block assignment outperformed the trivial X-Block in 358 

all parcel allocation and sample size conditions. Parcel allocation had the least impact on 359 

parameter estimate bias. The random- and between-block parcel allocation methods produced 360 

approximately equivalent, unbiased results. However, the within-block parcel allocation method 361 

demonstrated poor, unstable performance. The biases produced by the within-block parcel 362 

allocation differed in valance across individual parameter estimates, so this method tended to 363 

produce the most extreme biases in both positive and negative directions for any given 364 

combination of sample size and X-Block assignment. These unstable biases are evident from the 365 

large spread for the square points in Figures 2 – 4.   366 

The right columns in Figures 2 – 4 contain plots of the REs of the parameter estimates 367 

from our analysis model. The patterns of RE mirrored those of the PRB values. The residual 368 

variances were estimated with the lowest efficiency and the item intercepts were estimated with 369 
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the highest efficiency. Increasing sample size was the most substantial cause of increasing 370 

efficiency. A trivial X-Block produced notably lower efficiency than either a random or 371 

informed X-Block. The type of parcel allocation had only a minimal impact on parameter 372 

estimate efficiency, but the within-block parcel allocation method tended to produce somewhat 373 

lower efficiencies than the between- or random-block parcel allocation methods. 374 

Latent Reliability 375 

Table 2 shows the average latent reliabilities and 95% CIs for each construct when 376 

estimated with the full data containing no planned missing and across all PMDD conditions for 377 

sample sizes 100 – 400. The online supplementary material contains tables of the PRB for the 378 

average latent reliabilities across all conditions and sample sizes. As with the parameter estimate 379 

bias discussed above, larger samples produced less bias in the latent reliability estimates. 380 

Furthermore, only the trivial X-Block assignment produced noticeably poorer results. The 381 

random and informed X-Block assignment methods produced approximately equal levels of bias. 382 

Unlike the parameter estimates, however, there was some evidence that the method of parcel 383 

allocation impacted bias in the latent reliability estimates. Specifically, the within-block parcel 384 

allocation method tended to produce larger biases when combined with the trivial X-Block 385 

assignment. This effect was most pronounced at sample sizes of 200 or less. 386 

Discussion 387 

The purpose of this resampling study was to use an existing, large exercise psychology 388 

dataset to examine the effect on construct reliability and validity of different item distribution 389 

schemes that have been recommended by different researchers within the PMDD literature. 390 

Overall, the results support informed or random item assignment to the X-Block and either 391 

assigning items to the A-, B-, and C-Blocks randomly or splitting scales across the A-, B-, and 392 



THREE-FORM PLANNED MISSING DATA SURVEY DESIGN    18 

C-Blocks as the best item distribution schemes for producing the least biased parameters 393 

estimates at the measurement and structural model level with a three-formed survey PMDD. In 394 

addition, with this study’s cross-sectional design with three latent constructs, high model 395 

convergence rates and unbiased parameter estimates were attained with sample sizes of at least 396 

300. With a sample size of 400 or more, and three-form PMDD utilizing either the informed or 397 

random item assignment approach for X-Block and Parcels resulted in no model convergence 398 

issues and unbiased parameter estimates. The item intercepts were recaptured with minimal bias 399 

across all PMDD item assignment schemes and sample sizes. That researchers can utilize a 400 

random item assignment approach increases three-form survey PMDD feasibility, particularly 401 

with online survey software programs incorporating more randomization options.  402 

Sample size had a critical effect on both model convergence and parameter estimate bias. 403 

The item distribution approach did not matter with a sample size of 100, because all methods had 404 

convergence issues at this sample size and biased parameter estimates. This is not surprising, 405 

since a total sample size of 100 means having barely more than 30 individuals’ information for 406 

each survey form with the three-form survey PMDD. With a sample size of 200, and ignoring the 407 

trivial X-block conditions, the factor loadings and latent correlations had acceptably biased 408 

parameter estimates and had improved model convergence rates compared to the sample size of 409 

100. With a sample size of 300 few to no models had convergence issues, and all the parameters 410 

estimates were unbiased, even the indicator residual variances were mostly unbiased. Thus, when 411 

planning to conduct a CFA having 100 individuals complete each survey version when using a 412 

three-form survey PMDD cross-sectionally seems to be a minimum sample size necessary to 413 

attain quality parameter estimates when the model constructs have historically had moderate to 414 

high reliability and latent correlations. Prior, longitudinal (i.e., repeated measures over three 415 
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timepoints) simulation research on the performance of the three-form survey PMDD 416 

recommended a minimum sample size of 120 participants—or 40 individuals responding to each 417 

survey form—over all three timepoints (Jia, Moore, et al., 2014). While we did not expect a 418 

sample size of 100 to be sufficient, it was important to confirm this and provide evidence for 419 

applied researchers regarding more appropriate sample sizes for cross-sectional data collections 420 

utilizing a three-form PMDD. The larger number of participants necessary for this cross-421 

sectional method compared to that found by Jia and colleagues (2014) with longitudinal data also 422 

makes sense, as the repeated measures methodology of longitudinal data collection increases the 423 

information available to inform the imputation process. Indeed, our results align with Graham 424 

and colleagues (1996) recommendation of a total sample size of 300 with three-form survey 425 

PMDD. 426 

X-Block assignment only had a substantial impact when using a trivial X-Block (i.e., 427 

assigning only demographics to the X-Block). In general, a trivial X-Block lead to higher levels 428 

of bias and lower levels of relative efficiency across conditions. The informed X-Block and 429 

random X-Block assignments performed similarly in terms of PRB and RE, with the random X-430 

Block being slightly superior in all conditions. Overall, the results support the importance of 431 

including an X-Block that includes items from each of the scales on the survey. Previously, it has 432 

been recommended that the X-Block contain the most important variables, such as the dependent 433 

variables (Graham, et al., 1996; Graham, et al., 2006), or that an informed X-Block assignment 434 

approach be utilized (Enders & Baraldi, 2018; Graham, et al., 2006). The informed X-Block 435 

approach has been viewed as a challenge of PMDDs by some applied researchers (Harrison, 436 

Griffin, Gagne, & Andrei, 2018) when the inclusion of new(er) scales is desired as there is not 437 

enough prior research to inform which items should be assigned to the X-Block. The current 438 



THREE-FORM PLANNED MISSING DATA SURVEY DESIGN    20 

finding that items can be randomly assigned to the X-Block as well as the parcels hopefully 439 

reduces this barrier to PMDD survey use.  440 

Parcel assignment had a limited effect on our results. No assignment scheme 441 

systematically biased the estimates more than another. Compared to the random and between-442 

block parcel assignments, the within-block assignment produced more variable outcomes (i.e., 443 

larger positive and negative biases within the same design cell). The within-block assignment 444 

scheme also produced the lowest relative efficiencies. Graham and colleagues (1996) also found 445 

that the between-block item assignment outperformed the within-block assignment. However, 446 

many practitioners seem to have implemented PMDDs utilizing the within-block approach based 447 

upon Graham and colleagues (2006) recommending the within-block item distribution option 448 

due to limitations of MI and FIML when analyzing datasets with a large number of variables. To 449 

our knowledge, Graham and colleagues’ 1996 simulation study testing how to distribute 9 items 450 

across the A-, B-, and C-Blocks had not been re-examined until now. Therefore, our resampling 451 

study with 40 items for three constructs extended upon Graham et al’s 1996 work by increasing 452 

the number of items used, differing X-block item assignment, and testing a random item 453 

assignment approach. Our results clearly support utilizing either the between-block or random 454 

assignment approach to achieve the least biased measurement model parameter estimates 455 

(reliability and content validity) and structural model parameter estimates (criterion validity). 456 

Between-block and random-block assignment schemes performed equally well. Given the 457 

cautions previously published about needing to create highly informed-blocks (Enders & Baraldi, 458 

2018) the quality performance of the random-block assignment in this study will hopefully start 459 

to increase researchers comfort and confidence implementing PMDDs. 460 

The presence of minimal, naturalistic missing data had essentially no effect (Enders, 461 
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2010). The patterns and magnitudes of biases, efficiencies, and reliabilities were basically 462 

equivalent for the different PMDDs when compared to both the All Cases and Complete Cases 463 

conditions. It is important to note, however, that less unplanned missing is expected to occur 464 

when PMDD surveys are utilized as individuals are responding to a shorter survey (i.e., reduce 465 

nonresponse due to fatigue). Furthermore, well-designed PMDD surveys should include 466 

theoretically justified auxiliary variables. That is, the survey should include items that are likely 467 

to predict unplanned missing. Measuring these auxiliary variables increases the chances of 468 

unplanned missing data being MAR instead of MNAR. To maximize the efficacy of the auxiliary 469 

variables, they should always be included in the X-Block.  470 

Practical Implications for Utilizing PMDD 471 

Properly implementing PMDDs can minimize participant burden, increase the quality of 472 

the data collected, and extend the complexity of the research questions we can answer. These all 473 

impact the data quality and power of our study. By utilizing the three-form survey PMDD 474 

approach, we reduce the number of items participants are shown overall; we also reduce 475 

participants’ perception that they are answering the same items multiple times as similarly 476 

worded items from the same scale can be distributed across the different survey forms. Rather 477 

than using single item measures of variables to reduce participant burden, we can spread the 478 

items from existing scales across the survey versions so that the final, imputed dataset contains 479 

information for multiple items measuring the same variable (Harrison, et al., 2018). This allows 480 

the variables to be appropriately modeled as latent constructs, and measurement error kept in the 481 

residual error variances of the individual indicators. By having latent constructs, our research is 482 

strengthened by having estimates of relationships between constructs at the structural level. 483 

Latent parameter estimates have the measurement error removed, thus providing more accurate 484 
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representations of the relationships between constructs (Cole & Preacher, 2014). By not having 485 

the relationships between the variables attenuated by measurement error, we have more power to 486 

detect significant relationships (Wolf, Harrington, Clark, & Miller, 2013).  487 

Furthermore, utilizing a PMDD methodology maximizes our power by maintaining or 488 

maximizing our sample size. As participants have fewer items to answer, the quality of their 489 

responses is better (Graham, et al, 2007), and since the items the participants did not answer was 490 

randomly assigned by the researcher, those missing responses are MCAR, by definition, so the 491 

relations can be recovered without bias. Thus, maintaining our sample size and standard errors 492 

compared to other, non-modern approaches to handling missing data (e.g., listwise deletion, 493 

pairwise deletion, mean substitution). In addition, by asking all the items of a scale across the 494 

PMDD survey versions rather than utilizing fewer items or a single item for a variable, we also 495 

improve the imputation process (Gottschall, West, and Enders, 2012). In fact, Gottschall and 496 

colleagues (2012) found that the more items in a scale, the worse scale-level imputation (i.e., 497 

imputing the scale score rather than the constituent items) performs. They also found a larger 498 

sample size was needed for scale-level imputation to attain the same power as item-level 499 

imputation. Using PMDD surveys enables researchers to include all the items of a scale for item-500 

level imputation, increases the data quality collected for a given sample, and makes structural 501 

equation modeling with MI or FIML possible to estimate unbiased latent construct parameter 502 

estimates, and maximizes the power to detect effects.   503 

The following recommendations summarize the results of the current resampling study 504 

together with the results of prior simulation PMDD and imputation research: 505 

➢ Items can be allocated to the PMDD survey blocks randomly or by construct facets  506 

➢ For small, cross-sectional CFA studies, there is continued support for each survey form 507 
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being randomly assigned to 100 participants for completion.  508 

➢ PMDD maintains power by maintaining or maximizing sample size and standard errors 509 

➢ PMDD enables the use of multiple items to measure constructs, which maintains 510 

nomological network representation of constructs without participants seeing all items 511 

➢ Measuring constructs with multiple items per construct can be analyzed with SEM to 512 

account for measurement error and test complex relationships (e.g., indirect effects)  513 

Limitations & Future Directions 514 

 The current study utilized an exercise psychology survey dataset with a large sample as 515 

the “population” from which the resampling was conducted. Using this existing dataset allowed 516 

for naturally occurring missing data and the imperfection of real data collected with actual 517 

measures to be present. However, it also limits generalizability. Additional studies with less 518 

reliably measured variables and/or shorter scales should be examined to determine if there are 519 

additional recommendations based on these characteristics. The data used was from a cross-520 

sectional data collection. Given results of longitudinal simulation studies, it is hypothesized that 521 

the item-distribution results would generally hold for longitudinal applications; however, the 522 

recommended sample size would likely decrease. Although the current study utilized more items 523 

per construct than are typically seen in simulation research, there were still only three constructs 524 

in this study. Often, applied researchers’ questions include more than three constructs, so future 525 

research with more constructs in the survey and analysis model would provide additional 526 

evidence-based, practical recommendations for researchers who want to implement PMDDs. 527 

Future studies should also examine the effect of the between- and random-block item assignment 528 

on six- and ten-form survey PMDD suggested in the literature (Little, 2013). 529 

Conclusion 530 
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 This is the first study, to our knowledge, to build upon Graham and colleagues’ (1996) 531 

cross-sectional, item distribution comparison results in over 20 years. The PMDD item 532 

assignment aspects of our study that overlap with Graham and colleagues (1996) was replicated: 533 

a) between-block parcel item assignment outperformed within-block parcel assignment; b) an X-534 

block with more than demographics reduced parameter estimation bias; and c) a sample size of 535 

300 was sufficient to efficiently recapture unbiased parameter estimates. However, our addition 536 

of the random-block item assignment performed better than the informed-block item assignment 537 

conditions. This is an important finding that can make it easier to implement PMDD surveys 538 

with the randomization approaches now available through online survey platforms. The random-539 

block item assignment approach also makes it easier to include new(er) scales into PMDD 540 

surveys without needing prior research to inform item distribution. These are exciting extensions 541 

built upon prior, predominantly simulation study, results. More research is needed to continue 542 

pushing the boundaries of PMDD implementation to inform recommendations for researchers in 543 

sport and exercise psychology, as well as other fields.   544 
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Table 1 663 

 664 

Counts of inadmissible solutions 665 

X-Block 

Assignment 

Parcel 

Assignment 
N = 100 N = 200 N = 300 N = 400 N = 500 

Trivial Random 26 17 4 3 1  
Within 104 15 3 3 3  
Between 8 5 2 0 0 

Informed Random 15 6 3 1 0  
Within 39 3 0 0 0  
Between 9 4 1 0 0 

Random Random 16 4 2 0 0  
Within 35 6 0 0 0  
Between 10 1 2 0 0 

No PMD 8 0 0 0 0 

Note. The No PMD condition is the comparison condition with no planned missing data. 666 

 667 

 668 
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Table 2 

 

Latent Reliabilities (All Cases, N = 100 – 500) 

Note. The No PMD condition is the comparison condition with no planned missing data. Italicized values are outside the All Cases 

95%CI for the No PMD condition.

Random Within Between Random Within Between Random Within Between

Mean .935 .885 .944 .954 .938 .958 .956 .942 .960 .974

95% CI [.882; .971] [.837; .931] [.909; .972] [.920; .979] [.901; .972] [.926; .981] [.922; .983] [.903; .979] [.927; .983] [.953; .990]

Mean .767 .703 .775 .793 .774 .795 .803 .787 .805 .842

95% CI [.676; .850] [.604; .798] [.694; .850] [.710; .846] [.692; .842] [.725; .864] [.727; .864] [.703; .860] [.729; .871] [.785; .893]

Mean .800 .743 .818 .836 .826 .842 .839 .825 .843 .874

95% CI [.721; .866] [.657; .825] [.734; .876] [.773; .892] [.749; .888] [.768; .898] [.769; .895] [.736; .899] [.763; .899] [.814; .921]

Mean .965 .956 .969 .972 .968 .974 .973 .969 .974 .978

95% CI [.942; .983] [.929; .981] [.947; .984] [.954; .986] [.946; .986] [.954; .987] [.951; .987] [.947; .986] [.953; .987] [.961; .989]

Mean .810 .786 .812 .815 .809 .815 .819 .814 .820 .835

95% CI [.749; .860] [.719; .843] [.748; .858] [.756; .862] [.752; .858] [.752; .864] [.766; .866] [.748; .865] [.762; .869] [.787; .876]

Mean .849 .825 .852 .857 .852 .858 .857 .852 .859 .870

95% CI [.785; .896] [.761; .880] [.793; .894] [.801; .902] [.798; .898] [.804; .903] [.803; .899] [.791; .898] [.805; .905] [.823; .910]

Mean .973 .970 .975 .976 .974 .977 .976 .975 .977 .979

95% CI [.956; .985] [.947; .985] [.958; .986] [.962; .986] [.957; .986] [.962; .986] [.960; .986] [.957; .986] [.962; .987] [.966; .987]

Mean .820 .807 .821 .822 .819 .823 .825 .823 .825 .834

95% CI [.763; .859] [.756; .852] [.773; .859] [.778; .863] [.770; .859] [.774; .863] [.785; .862] [.772; .863] [.778; .865] [.790; .870]

Mean .858 .846 .859 .862 .860 .863 .863 .861 .863 .870

95% CI [.808; .896] [.799; .888] [.815; .897] [.816; .899] [.815; .898] [.816; .900] [.820; .898] [.815; .897] [.818; .899] [.830; .902]

Mean .976 .976 .977 .978 .977 .978 .978 .977 .978 .979

95% CI [.962; .986] [.958; .986] [.965; .986] [.966; .986] [.963; .986] [.966; .987] [.967; .986] [.963; .986] [.967; .987] [.970; .986]

Mean .825 .815 .825 .826 .824 .827 .828 .826 .828 .834

95% CI [.781; .857] [.772; .853] [.784; .861] [.786; .860] [.783; .857] [.786; .862] [.789; .861] [.787; .862] [.787; .861] [.798; .866]

Mean .863 .855 .864 .865 .864 .866 .865 .865 .866 .871

95% CI [.821; .897] [.816; .889] [.826; .896] [.828; .895] [.825; .895] [.833; .899] [.830; .898] [.824; .896] [.833; .898] [.841; .899]

Mean .978 .978 .979 .979 .978 .979 .979 .978 .979 .979

95% CI [.965; .986] [.965; .986] [.967; .987] [.967; .986] [.966; .986] [.968; .986] [.968; .987] [.966; .986] [.969; .987] [.970; .986]

Mean .827 .821 .828 .829 .827 .829 .830 .829 .830 .835

95% CI [.787; .857] [.784; .853] [.792; .857] [.795; .861] [.795; .857] [.795; .861] [.796; .859] [.797; .860] [.797; .860] [.803; .862]

Mean .866 .861 .866 .867 .867 .867 .868 .867 .868 .872

95% CI [.830; .896] [.827; .890] [.830; .896] [.835; .895] [.834; .896] [.837; .898] [.835; .895] [.833; .895] [.835; .897] [.843; .897]
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Figure 1.  

 

Visual representations of two ways the 3-form survey planned missing data designs (PMDD) have been described in the literature

 
Note. The survey forms from the Trivial X-block, Within-Block Scale Assignment would be Survey 1 (Demographics, PMCEQ-E, & 

CCS), Survey 2 (Demographics, PMCEQ-T, & CCS), and Survey 3 (Demographics, PMCEQ-T & PMCEQ-E). The Informative X-

Block with Between-Block Scale Assignment includes three items for each variable plus demographics in the X-block. The remaining 

items of each scale are distributed across A-, B-, and C-Blocks to then make the three survey forms on the right. Forms 1 and 2 present 

76% of the original items. Form 3 presents 74% of the original items. 
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Figure 2.  

 

Percent Relative Bias and Relative Efficiency for Residual Variances (N = 100 – 400) 
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Figure 3.  

 

Percent Relative Bias and Relative Efficiency for Factor Loadings (N = 100 – 400) 
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Figure 4.  

 

Percent Relative Bias and Relative Efficiency for Latent Correlations (N = 100 – 400) 
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