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The autocorrelation function (ACF) plays an important role in the context of ARMA modeling, especially for their identification and estimation. This study considers the robust estimation of the ACF of the AR(1) model if the white noise (WN) process is non-Gaussian. Three estimators including the ordinary moment estimator and two other (robust) estimators are considered. The impacts of the deviation from normality of the WN process on those estimators in terms of bias, MSE and distribution via Monte-Carlo simulation are examined. The empirical distribution of those estimators when the errors are normal, $t$, Cauchy and exponential are studied. Results show that the moment estimator is more affected by the change of the white noise distribution than other considered estimators.
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Introduction

A time series (TS) can be defined as a sequence of observations taken sequentially in time. Time series can be observed in different fields; for example, in agriculture, business, engineering and medical studies. The list of areas in which time series is observed, studied and analyzed is endless. A major feature in the development of time series is an assumption of some form of statistical equilibrium, or known as stationarity. There are two types of stationarity; the first is called strict stationarity, and the other type is called weak stationarity. In practice, it is very difficult to examine time series being strictly stationary. Further, a stochastic process $\{X_t\}$ is weak stationary if its mean is constant and the auto-
covariance function (ACVF) depends on the time lag only, i.e.,
\( \text{Cov}(X_t, X_{t+k}) = \gamma_k \) as well as its ACF \( \rho_k = \gamma_k / \gamma_0 \). For more details on the ACVF and ACF of stationary time series and their properties, see Wei (2006, p. 12).

The class of autoregressive moving average (ARMA) models is widely known for modeling stationary time series (Wei, 2006, p. 56–64). The stochastic process \( \{X_t\} \) is said to follow the ARMA\((p,q)\) model if:

\[
X_t = \phi_1 X_{t-1} + \cdots + \phi_p X_{t-p} + u_t - \theta_1 u_{t-1} - \cdots - \theta_q u_{t-q}
\]

where \( \phi_1, \ldots, \phi_p \) and \( \theta_1, \ldots, \theta_q \) are the AR and MA parameters, respectively, and \( u_t \) is the white noise (WN) process, assumed iid \((0, \sigma_u^2)\) and usually assumed normal. A detailed account on ARMA models, their autocorrelation functions and building methodology is found in Box, et al. (1994).

Beside the mixed ARMA model, the ARMA\((p,q)\) models also include as special cases the pure AR and pure MA models when \( q = 0 \) and \( p = 0 \), respectively. In particular, the pure AR\((1)\) model is given by:

\[
X_t = c + \phi X_{t-1} + u_t
\]  \(\text{(1)}\)

which is stationary if \(|\phi| < 1\) (Wei, 2006).

The ACF plays an important role in the Box and Jenkins methodology for building ARMA models, especially for the identification and estimation of those models (Wei, 2006). In fact, there are other identification tools for the ARMA models, including the inverse ACF method (Cleveland, 1972); Akaike information criterion (AIC) (Akaike, 1974); the R and S array method (Gray, et al., 1978) and the corner method (Beguin, et al., 1980).

Consider the robust estimation of the ACF of AR\((1)\) model if the WN process \( \{u_t\} \) is non-Gaussian. Berkoun, et al. (2003) investigated robust inference for serial correlation in AR\((1)\) process in the presence of a single additive outlier. Assuming that \( \{X_1, \ldots, X_n\} \) is a time series following the zero-mean AR\((1)\) model contaminated with a single additive outlier, they investigated three estimators of \( \rho_1 \), namely:
\[
\begin{align*}
    r_i &= \frac{\sum_{t=2}^{n} Z_t Z_{t-1}}{\sum_{t=2}^{n} Z_{t-1}^2} \\
\end{align*}
\]  
(2)

\[
\begin{align*}
    \rho_1^* &= \text{Med} \left\{ \frac{Z_2}{Z_1}, \frac{Z_3}{Z_2}, \ldots, \frac{Z_n}{Z_{n-1}} \right\} \\
\end{align*}
\]  
(3)

\[
\begin{align*}
    \tilde{\rho}_1 &= \frac{\text{Med} \left\{ Z_1 Z_2, Z_2 Z_3, \ldots, Z_{n-1} Z_n \right\}}{\text{Med} \left\{ Z_1^2, Z_2^2, \ldots, Z_{n-1}^2 \right\}} \\
\end{align*}
\]  
(4)

where \( Z_t = X_t - \bar{X} \) are the mean-subtracted data, Med(.) stands for the median, \( r_i \) is the ordinary moment estimator of \( \rho_1 \) whereas \( \rho_1^* \) and \( \tilde{\rho}_1 \) are two robust estimators of \( \rho_1 \) originally proposed by Hurwicz (1950) and Haddad (2000), respectively. Berkoun, et al. (2003) showed that the inference of \( \rho_1 \) based on \( r_i \) is highly sensitive to a single additive outlier.

Smadi, et al. (2009) generalized these estimators for the periodic AR(1) model. They again observed that the counterpart of \( r_i \) is more sensitive to additive outliers than other estimators.

For higher time lags \( k = 1, 2, \ldots \) the estimators in (2) – (4) generalize to estimate \( \rho_k \) as follows:

\[
\begin{align*}
    r_k &= \frac{\sum_{t=k+1}^{n} Z_t Z_{t-k}}{\sum_{t=2}^{n} Z_{t-1}^2} \\
\end{align*}
\]  
(5)

\[
\begin{align*}
    \rho_k^* &= \text{Med} \left\{ \frac{Z_{k+1}}{Z_1}, \frac{Z_{k+2}}{Z_2}, \ldots, \frac{Z_n}{Z_{n-k}} \right\} \\
\end{align*}
\]  
(6)

and
ROBUSTNESS OF ESTIMATORS OF THE ACF OF AR(1) PROCESS

\[ \hat{\rho}_k = \frac{\text{Med}\{Z_i Z_{k+i}, Z_2 Z_{k+2}, \ldots, Z_{n-k} Z_n\}}{\text{Med}\{Z_i^2, Z_2^2, \ldots, Z_{n-k}^2\}} \]  

(7)

In this research, the main objective is to study the statistical properties; namely the mean, variance as well as the distribution of various estimators of \( \rho_k \). This study is restricted to the AR(1) model as (1) along various distributions for the WN process. Therefore, it focuses on the robustness of estimators above subject to the distribution of the WN process.

In the literature of time series analysis, the area of robust inference has found considerable attention. Denby and Martin (1979) proposed the generalized M-estimates for autoregressive processes and Bustos and Yohai (1986) took the auto-covariance structure of time series into consideration when robustifying the estimators. Zieliński (1999) investigated the median–unbiased estimation of the stationary AR(1) process. Molinares, et al. (2009) investigated robust estimation in long-memory processes when the data contains additive outliers.

Besides, several articles focused on the estimation of ACF of stationary time series including the work of Berkoun, et al. (2003) mentioned above. Smadi, et al. (2009) and Smadi (2013) generalized the work of Berkoun, et al. (2003) to periodic AR models. Alternatively, Hassani (2010) found that the distributions of a set of sample autocorrelations are neither independent nor identically distributed. This finding implies that the result of diagnostic check and model building based on \( r_k \), especially in the presence of some suspect data can be quite misleading. Kan and Wang (2010) provide an algorithm for evaluating the exact distribution of the sample autocorrelations.

**Some properties of the ACF of AR(1) model**

Let \( \{X_t\} \) be a stationary time series, then the auto-covariance function (ACVF) and the autocorrelation function (ACF) depend on time lag only. Based on a realization \( \{X_1, \ldots, X_n\} \), the moment estimator of \( \rho_k \) is given by \( r_k \) defined in (5) above (Wei, 2006). For large \( n \), \( r_k \) is approximately normally distributed with mean \( \rho_k \). Also, for a stationary Gaussian process, based on Bartlett (1946), Brockwell & Davis (2002) have shown that for \( k > 0 \) and \( k + j > 0 \),

\[ \text{Cov}(r_k, r_{k+j}) \approx \frac{1}{n} \sum_{i=1}^{\infty} \left( (\rho_{l+k} + \rho_{l-k} - 2\rho_l \rho_k) \times (\rho_{j+k} + \rho_{j-k} - 2\rho_j \rho_k) \right) \]  

(8)
which in turn for \( j = 0 \) reduces to

\[
Var(r_k) \approx \frac{1}{n} \sum_{i=1}^{\infty} \left( \rho_{i+k} + \rho_{i-k} - 2\rho_{i}\rho_k \right)^2
\]

(9)

For more details on properties of \( r_k \) for stationary time series, see Wei (2006).

Now, if \( \{X_t\} \) follows the zero-mean AR(1) Model, as (1) with \( c = 0 \) and \( |\phi| < 1 \), then \( \rho_{k} = \phi^{k} \), \( k = 0, 1, 2, \ldots \) and (8) reduces to

\[
Var(r_k) \approx \frac{1}{n} \sum_{i=1}^{k} \phi^{2k} \left( \phi^{-1} - \phi^{i} \right)^2 + \sum_{i=k+1}^{\infty} \phi^{2i} \left( \phi^{-k} - \phi^{i} \right)^2
\]

\[
\approx \frac{1}{n} \left\{ \left(1 - \phi^{2k}\right) \left(1 + \phi^2\right) \left(1 - \phi^2\right)^{-1} - 2k\phi^{2k} \right\}.
\]

(10)

A further approximation of (10) gives for \( k = 1 \) (Cryer & Chan, 2008)

\[
Var(r_k) \approx \frac{1 - \phi^2}{n}.
\]

(11)

So that the closer \( \phi \) is to \( \pm 1 \) the more accurate the estimate of \( \rho_1 (= \phi) \) becomes.

For large values of \( k \), the terms in (10) involving \( \phi^k \) could be ignored so that

\[
Var(r_k) \approx \frac{1}{n} \left[ \frac{1 + \phi^2}{1 - \phi^2} \right].
\]

(12)

In Figure 1, \( nVar(r_k) \) is sketched based on (10) for some selected values of \( \phi \). Notice in this figure that for \( k = 1 \), as \( |\phi| \) gets larger, \( Var(r_k) \) is decreasing. Therefore, with stronger autocorrelation among the data, the moment estimator \( r_1 \) is more accurate. The opposite happens for \( k \geq 1 \), that is as \( |\phi| \) approaches one, \( Var(r_k) \) becomes larger.
For the AR(1) model, (8) can also be simplified for general $0 < k < k + j$ as (Cryer & Chan, 2008)

$$\text{Cov}(r_k, r_{k+j}) \approx \frac{1}{n} \left( \phi^j - \phi^{2k+j} \right) \left( 1 + \phi^2 \right) \left( 1 - \phi^2 \right) + j\phi^j - (2k + j)\phi^{2k+j}.$$

In particular,

$$\text{Corr}(r_1, r_2) \approx 2\phi \sqrt{\frac{1 - \phi^2}{1 + 2\phi^2 + 3\phi^4}}.$$

Figure 2 shows $|\text{Corr}(r_1, r_2)|$ for some selected values of $\phi$. This figure shows a stronger association between $r_1$ and $r_2$ when $|\phi|$ is closer to one. More precisely, for the AR(1) time series data, when $\phi \approx 1$ ($\phi \approx -1$) a large positive (negative) $r_1$ is expected to be followed by a relatively large positive (positive) $r_2$. This agrees with the theoretical ACF of AR(1) model, $\rho_k = \phi^k$, which is alternating for negative values of $\phi$.

Notice from the discussion above, that for stationary time series data, $r_k$ is asymptotically unbiased. The formulas for the variance and covariances among various sample autocorrelations depend mainly on the theoretical ACF of the model and they are again asymptotic. In the following example, using Monte-Carlo simulation, the bias and MSE of $r_k$ for the AR(1) model are studied and the accuracy of the asymptotic variance of $r_k$ given by (11) and (12) is investigated.
Example 1

The accuracy of the formulas for $\text{Var}(r_k)$ given in (11) and (12) are now studied. Assuming the zero-mean AR(1) model with $\phi = -0.8, -0.5, -0.1, 0.1, 0.5, 0.8$, one thousand realizations each of length $n = 30,100$ are generated from this model assuming that the WN process is iid $\mathcal{N}(0,1)$, then the sample ACF for lags $k = 1, \ldots, 5$ is computed, then the sample MSE are computed (in terms of $\rho_1$ and its estimates $r_{1(1)}, \ldots, r_{1(1000)}$) as

$$
MSE = \frac{1}{1000} \sum_{i=1}^{1000} (\rho_1 - r_{i(1)})^2.
$$

Finally, $\text{Rel-MSE} = \text{MSE}/\text{Var}(r_k)$ are computed, where (11) and (12) are used for $\text{Var}(r_k)$, which in turn are sketched in Figure 3. The simulations are carried out using the R-package through the R-command sim.ARIMA.

In view of Figure 3, it can be seen that Rel–MSE is close to one (which means that the asymptotic formulas in (11) and (12) become more accurate) when $\phi$ is close to zero and $n$ is large. In addition, it seems that (11) underestimates the actual variance for $r_1$. For $k \geq 2$, the asymptotic variance is defined by (12). For $r_2$ with $n = 100$ this formula again underestimates the actual variance but, unexpectedly, not true for $n = 30$. For larger time lags, it is seen that Rel–MSE < 1, so that (12) overestimates the actual variance of $r_k$. Therefore, in practice, (11)
and (12) should be used with caution as they may produce poor results depending on the type and strength of autocorrelation among data and the realization length.

Figure 3. The Rel–MSE of $r_k$ for the AR(1) model for various values of $\phi$ ($n = 30$: ~, $n=100$: ---)

The empirical distributions of some robust estimators of $\rho_1$ for the AR(1) model

An estimation procedure is said to be robust if it is little influenced by blatant departures from assumptions. Such procedures aim to minimize the influence of outliers or departure from model assumptions while performing at the same time as well as the optimum methods when assumptions hold (Sprent and Smeeton, 2001).

In (3) and (4), two robust estimators of $\rho_1$ are defined due to Berkoun, et al. (2003) which have been generalized to higher time lags in (6) and (7). Recall that $\rho_1$ is of particular importance specially in the AR(1) model for which $\rho_1 = \phi$. This value determines the strength and pattern of all remaining autocorrelations. Also, in many routine statistical analyses, as for instance in testing for autocorrelated
errors in regression analysis, only \( \rho_1 \) is usually investigated. The following example investigates the distributions of various estimators of \( \rho_1 \) for the AR(1) model.

**Example 2**

Assuming the zero-mean AR(1) model with WN following \( N(0, \sigma^2) \), then using Monte-Carlo simulation the distributions of \( r_1, \rho_1^* \) and \( \tilde{p}_1 \) for \( \phi = 0.1, 0.8, n = 100 \) and \( \sigma^2 = 1 \) are compared. An r-code is written by the authors to accomplish this job. The empirical distributions of various estimators are obtained based on one thousand repetitions using the r-command (density). Results are presented graphically in Figure 4. This figure shows that the empirical distributions of various estimators are unimodal and nearly symmetric. The distribution of \( \rho_1^* \) seems closer to normality than other distributions. As \( \phi \) is increased from 0.1 to 0.8, the location of various distributions is shifted up towards 0.8. Also, the variability in the distributions of \( r_1 \) and \( \rho_1^* \) is decreased more than that of the second robust estimator, \( \tilde{p}_1 \).

![Figure 4. The empirical pdf of three estimators of \( \rho_1 \) for AR(1) model; for \( \phi = 0.1 \) (left) and \( \phi = 0.8 \) (right), \( n = 100 \) and \( \sigma^2 = 1 \)](image)

In traditional time series analysis, it is usually assumed that the WN terms in the AR(1) model are iid \( N(0, \sigma^2) \), as above. Therefore, it is crucial to explore the robustness of various estimators of the ACF if the WN terms are not normal. In the following example the empirical distributions of various estimators for \( \rho_1 \) in the AR(1) model are investigated assuming that the WN terms follow the normal, student-t, Cauchy and exponential. The choice of the student-t and Cauchy
distributions was to study the effect of tail-heaviness of WN distribution whereas the exponential distribution is used to study the effect of skewness of WN distribution.

Example 3

**Figure 5.** Empirical distributions of \( r_1, \rho_1^* \) and \( \bar{\rho}_1 \) of AR(1) model; for \( \phi = 0.1 \), for various error distributions.

Assuming the zero-mean AR(1) model with WN following \( N(0,1) \), \( t_5 \), Cauchy \((0,1)\), and (the zero-mean) Exp*(1) (that is, the ordinary exponential distribution
with mean 1 but shifted left by one unit). Again, using Monte-Carlo simulation the distribution of \( r_{1}, \rho_{1}^{*} \) and \( \tilde{\rho}_{1} \) for \( \phi = 0.1, 0.8, n = 30, 100 \) are compared. The empirical distributions of various estimators is obtained based on 1,000 repetitions using the \( r \)-command (density). The results are summarized in Figure 5. Also, the p-values of two tests of normality for the empirical distributions, namely the Shapiro-Wilk test (SWT) and the Anderson-Darling test (ADT), are presented in Table 1. To perform these tests, the \( R \)-commands shapiro.test(\( X \)) and ad.test(\( x \)) were used which belong, respectively to the stats and nortest \( R \)-packages. A detailed account of these tests and other tests of normality is found in Thode (2002).

In view of Table 1, it can be seen that the majority of distributions are far from normality, especially when the WN distribution is far from normality. The
departure from normality is specifically seen for smaller $n$ as well as larger $\phi$. The normality assumption is validated only with $\phi = 0.1$, for $r_i$ and $\rho^*_i$ along normal and $t$ WN distributions. In summary, results indicated that the assumption of normality for any of the estimators of $\rho_1$ considered here is mostly invalid. This result agrees with those of Hassani (2010).

As far as Figure 5 is considered, it can be seen that the empirical distribution of $r_1$ is not affected by the WN distribution, except the Cauchy case which showed a much higher kurtosis than other distributions. This is true for $n = 30$ and 100. A nearly similar conclusion is seen for $\rho^*_1$. For $\tilde{p}_1$, no significant differences are seen, especially for $n = 30$, among its empirical distributions in terms of WN distribution including the Cauchy distribution, whereas all distributions here show some positive skewness. In overall, it seems that $\tilde{p}_1$ is less affected by the change of WN distribution as compared to other estimators.

**Bias and MSE for various estimators of ACF of AR(1) with Gaussian errors**

Now, go back to the case of normal WN distribution and again the AR(1) model. The objective is to study the precision and accuracy of various estimators for $\rho_k$ defined in (5) – (7). Example 1 defined the empirical MSE of $r_1$. Similarly, the bias of $r_1$ is defined as

$$
Bias = 1000 \sum_{i=1}^{1000} \left( \rho_1 - r_{1(i)} \right).
$$

Because interest is in determining the bias and MSE for various time lags and $\phi$ which in turn change the theoretical autocorrelations, the better comparable measures are computed, namely the relative bias (RB) and relative root MSE (RRMSE) defined as

$$
RB(\hat{\theta}) = \frac{B(\hat{\theta})}{\theta}
$$

and
\[ RRMSE(\hat{\theta}) = \sqrt{\frac{MSE(\hat{\theta})}{|\theta|}}. \]

Table 2. The RB and RRMSE for various estimators of the ACF of AR(1) model.

<table>
<thead>
<tr>
<th>$\phi$</th>
<th>Est</th>
<th>$n = 30$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>-0.8</td>
<td>$r_k^*$</td>
<td>0.079</td>
</tr>
<tr>
<td></td>
<td>$p_k^*$</td>
<td>(0.168)</td>
</tr>
<tr>
<td></td>
<td>$\hat{p}_k$</td>
<td>0.038</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.235)</td>
</tr>
<tr>
<td></td>
<td>$r_k$</td>
<td>0.127</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.331)</td>
</tr>
<tr>
<td>-0.5</td>
<td>$r_k^*$</td>
<td>0.062</td>
</tr>
<tr>
<td></td>
<td>$p_k^*$</td>
<td>(0.301)</td>
</tr>
<tr>
<td></td>
<td>$\hat{p}_k$</td>
<td>0.028</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.494)</td>
</tr>
<tr>
<td></td>
<td>$r_k$</td>
<td>0.201</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.561)</td>
</tr>
<tr>
<td>-0.1</td>
<td>$r_k^*$</td>
<td>0.062</td>
</tr>
<tr>
<td></td>
<td>$p_k^*$</td>
<td>(0.442)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(2.888)</td>
</tr>
<tr>
<td></td>
<td>$\hat{p}_k$</td>
<td>0.213</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(2.211)</td>
</tr>
<tr>
<td>0.1</td>
<td>$r_k^*$</td>
<td>0.062</td>
</tr>
<tr>
<td></td>
<td>$p_k^*$</td>
<td>(0.442)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(2.888)</td>
</tr>
<tr>
<td></td>
<td>$\hat{p}_k$</td>
<td>0.213</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(2.211)</td>
</tr>
<tr>
<td>0.5</td>
<td>$r_k^*$</td>
<td>0.062</td>
</tr>
<tr>
<td></td>
<td>$p_k^*$</td>
<td>(0.442)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(2.888)</td>
</tr>
<tr>
<td></td>
<td>$\hat{p}_k$</td>
<td>0.213</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(2.211)</td>
</tr>
<tr>
<td>0.8</td>
<td>$r_k^*$</td>
<td>0.062</td>
</tr>
<tr>
<td></td>
<td>$p_k^*$</td>
<td>(0.442)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(2.888)</td>
</tr>
<tr>
<td></td>
<td>$\hat{p}_k$</td>
<td>0.213</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(2.211)</td>
</tr>
</tbody>
</table>
Table 2, cont.

<table>
<thead>
<tr>
<th>$\phi$</th>
<th>Est</th>
<th>$n = 100$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>$r_k$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$p_k^*$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\tilde{p}_k$</td>
<td></td>
</tr>
<tr>
<td>-0.8</td>
<td></td>
<td>0.026</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.086)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.012</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.127)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.110</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.229)</td>
</tr>
<tr>
<td>-0.5</td>
<td></td>
<td>0.013</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.173)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.006</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.268)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.237</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.381)</td>
</tr>
<tr>
<td>-0.1</td>
<td></td>
<td>0.097</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.964)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.029</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(1.565)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.414</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(1.058)</td>
</tr>
<tr>
<td>0.1</td>
<td></td>
<td>0.168</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.990)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.046</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(1.533)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.438</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(1.058)</td>
</tr>
<tr>
<td>0.5</td>
<td></td>
<td>0.053</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.183)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.008</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.271)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.242</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.381)</td>
</tr>
<tr>
<td>0.8</td>
<td></td>
<td>0.082</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.098)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.009</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.123)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.115</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.229)</td>
</tr>
</tbody>
</table>

Therefore, assuming the same model and settings in Example 1, and based on one thousand realizations, the RB and RRMSE for $r_k, p_k^*$ and $\tilde{p}_k$ are computed and then summarized in Table 2. The main advantage of adopting RB and RRMSE is that they can be used to compare any two cases (cells) within Table 2, regarding the value of $\phi, n$ or estimator.
The first conclusion from Table 2 is that, for fixed $\phi$ and $n$ the RB and RRMSE increase for all estimators as the time lag $k$ is increasing. The RB and RRMSE also increase for all estimators as $|\phi|$ approaches zero. Thus, it may be concluded that with stronger autocorrelation among data, all estimators perform better than for weaker autocorrelation. It can also be seen that the RB and RRMSE for negative values of $\phi$ are slightly smaller than their corresponding positive values.

As the sample size increases, it can be seen that the RB and RRMSE are decreasing for $r_k$ and $\rho_k$. For $\rho_k$, the RRMSE is decreasing along $n$, but the RB shows no clear pattern.

When $|\phi|$ is large, no big differences are seen in RB and RRMSE for various estimators, while discrepancies appear as $|\phi|$ gets closer to zero. In overall, it seems that $\rho_k$ is better than other estimators in terms of RB and $r_k$ is better than other estimators in terms of RRMSE.

**Conclusions**

This study considered the statistical properties of the ACF of the AR(1) model, beginning with instigating some asymptotic formulas for the variances and covariance for the sample ACF ($r_k$) for AR(1) model. It was noticed that some asymptotic formulas for $\text{Var}(r_k)$ are not accurate, especially for strong autocorrelation ($|\phi|$ closer to one).

Later, the empirical distributions for three estimators of the first lag autocorrelation, $r_1, \rho_1^*$ and $\tilde{\rho}_1$, were studied, where the later two estimators are two robust estimators of $\rho_1$. These distributions are investigated for various error distributions. It is noticed that the empirical distributions of $r_1$ and $\rho_1$ are only affected when the error distribution is Cauchy, while the third estimator $\tilde{\rho}_1$ is found more robust in this regard. Conversely, it is seen that the majority of empirical distributions are far from normality for all estimators.

Earlier the accuracy and precision of higher lags estimators of $\rho_k$, were studied, namely $r_k, \rho_k^*$ and $\tilde{\rho}_k$ for the AR(1) model with normal errors. It is seen that, all estimators were more accurate and precision for $|\phi|$ closer to one and small time lags. Besides, the RB and RRMSE dramatically increase when $\phi$ is closer to zero and large time lags. In overall, $r_k$ perform better than other
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estimators in terms of RRMSE while $\rho^*_k$ is better than other estimators in terms of RB.

Finally, this study indicates that the moment estimator of the ACF of AR(1) model is an important tool in the identification and estimation of such models. It seems that it behaved well when the error of distributions is non-normal. However, the accuracy and precision of the moment ACF may suffer for weaker autocorrelations among data and higher time lags. It seems that more effort is needed following the current work, either regarding the model type of data or improving the accuracy and precision of the sample ACF of data.
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