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CHAPTER 1
THE EFFECT OF CHANGESIN HEALTH BENEFIT DESIGN AMONG
INDIVIDUALSWITH DIABETESIN LARGE EMPLOYER-SPONSORED

INSURANCE PLANS

1.1 Introduction

Prescription drugs expenditures, accounting for only 10% of togdthicare spending in
2008 (compared to 31% for hospitals and 21% for physician services)naref the fastest
growing components of U.S. health care budget (Kaiser Family Foond2010). Centers for
Medicare & Medicaid Services (CMS) project that growth in gipson drug spending is
expected to accelerate through 2019, reaching 7.7 percent duectsascin drug prices, which
are expected to account for about half of this growth. The U.S. sperdshan $246 billion on
prescription drugs alone in 2009, six times the $40.3 billion spent in 19%Ydeecf higher use
of antiviral drugs, as well as faster price growth for braache prescription drugs (CMS,
National Health Expenditure Projections 2009-2019; Kaiser Family Fdand&010).
According to statistics from the Kaiser Family Foundation, frb®98 to 2008, prescription
drugs contributed 13% of the total growth in national health expenditoegared to 30% for
hospital care and 21% for physician and clinical services (FileKaiser Family Foundation
2010). In addition, from 2000 to 2009 average copay for generic drugs andeurefengs
increased by 25% and 80%, respectively, for workers with employeraeonkealth plans

(Figure 1.2, Kaiser Family Foundation 2010).



Figure 1.1: Average Annual Percentage Change in Selected National Ebgadtiditures,
1996-2008
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from Centers for Medicare & Medicaid Services,
http://www.cms.hhs.gov/NationalHealthExpendData/
http://www.kaiseredu.org/Issue-Modules/Prescription-Drug-Costs(Baakd-Brief.aspx



Figure 1.2: Among Covered Workers with Three, Four, or More Tiers of Préscripiug Cost

Sharing, Average Copayments, 2000-2009
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AFourth-Tier drug copay information was not obtained prior to 2004, féertlirugs have new
types of cost-sharing arrangements that typically build additiapers of higher copayments or
coninsurance for specifically identified types of drugs such as lifedtylgs or biologics.

Source: Kaiser/HRET Survey of Employer-Sponsored Health Ben2@@)-2009, Exhibit 9.4,
http://ehbs.kff.org/?page=charts&id=2&sn=24&ch=1139.

With spending for prescription drugs rising so rapidly, employerd insurers are
seeking different cost-cutting strategies to stem this tidéese include cost-shifting, cost-
sharing or multi-tiered formularies, where consumer cost-shanagases for products on
higher tiers compared with lower tiers, use of value-based fariag] and working with local
pharmacies. In 2009, over three-quarters (78%) of workers wihoger-sponsored coverage
were in plans with 3 or 4 tiers of cost sharing for prescriptiomgsjralmost three times the

proportion in 2000 (27%) (Kaiser Family Foundation 2010). The implemensatif such cost-

control mechanisms have helped slow the growth in outpatient prescription drughgpebitice



2000, the double-digit rates of increase in prescription drug spendingdealeed each year
except for 2006, which was the year Medicare Part D was impleghe By 2008, the annual
rate of increase in prescription drug spending was 3%, compared tor $faspital care and 5%
for physician services (Figure 1.3, Kaiser Family Foundation 2010).

Figure 1.3: Distribution of Total National Prescription Drug Expenditures Ipg By Payer,

1990-2008
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Previous studies have shown that both insurance status and thd legafance benefits
affect the use of prescription drugs. The RAND Health Insur&xperiment was one of the
first studies to suggest that consumers are price-sensititieefse and other health goods (Lohr,
Brook et al. 1986). Subsequent studies have shown that the uninsured peepée dmaaller
probability of essential medicatibuse than the insured. Moreover, among the insured, higher
cost-sharing levels reduced less essential medication usetmaoreénore essential medication
(necessary to maintain or improve health) use (Lohr, Brook et al, 8@man, Joyce et al.
2004). Contrary to much conventional wisdom, some of the most prevalentcalisonli
populations—patients with hypertension, diabetes, or high cholesterol, manlaw—are fairly
price-sensitive to medications for their conditions. However, thehamesms by which patients

reduce their utilization are not well understood.

! Essential medication was defined as “necessanmyaiatain or improve health status” (Lohr, 1986; Goan,
2004).



1.2 Research Objective

Prescription drugs have become an indispensable means to treat amg® rolarcaic
illnesses. Thus, the issues of affordability and trade-offs leetweedications and other health
care services are important for chronically ill patients, palarly for patients with diabetes who
typically have more than one comorbidity that require drug theraqytleeir insurance plans.
These issues call for a fuller understanding of the dynamicisteucf demand for prescription
drugs and other health care services (inpatient and outpatierdh\aaalysis of cost-shifting
approach (e.g. higher copays or coinsurance amount). Many emplaygrénsurers are
increasingly using this approach to influence patient utilizabbnmedications and drug
spending, thus shifting medication costs from the insurers to thengsatiPrevious research has
shown that switching from a flat to a two-tier copayment ben@éih reduced mean drug
spending in an employer-sponsored population by 6-19 percent, but with riicaidnncreases
in out-of-pocket costs (Joyce, Escarce et al. 2002). Other sthdief®cused on three-tier drug
plans show that increases in patients’ out-of-pocket costs loweth h@ah drug spending
(Motheral and Fairman 2001).

In this dissertation, | analyze the effect of prescriptiargdrost-shifting via changes in
drug benefit design on healthcare expenditure among individuals withteiabé take into
account the comorbid effect of diabetes for the age population gafigm 18 to 62, given that
over three-fourth of individual with diabetes age 18 through 79 are diedjhbefore age 64 and
more than half are diagnosed between 40 and 59 (Figure 1.4, CentBisefase Control and

Prevention (CDC) 2008).



Figure 1.4 Distribution of Age at Diagnosis of Diabetes Among Adult Incidesg<Aged

18-79 Years, United States, 2008
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1.3 Why Diabetes?

The health and economic effects of diabetes are enormous. Bigbetee of the most
common chronic conditions for which prescription medications exist. H@#7 to 2007, the
proportion of people with diabetes who reported using oral anti-diabetlicatiens more than
doubled, from 5.9 million to 14.6 million (AHRQ 2010). Given the aging of the pdtipul,
changes in ethnic makeup, and the dramatic increase in obesitgderdasy lifestyles in the
United States, the prevalence of diabetes is increasing attanirad rate. According to the
Centers for Disease Control and Prevention (2011), approximately 2idhmimericans (all
ages) have this chronic condition, including 18.8 million people diagnosbddwaibetes while
7.0 million people who have diabetes but are unaware that they hadise¢hse, or 8.3 percent
of the U.S. population estimated to have this condition (CDC 2011).

In 2010, an estimated 10.9 million persons, or 26.9%, aged 65 years andhadider i
United States were reported to have diabetes. While approxin2dig}900 people aged 20 or
younger, or 0.26% of all people in this age group, were diagnosed waiibtes (type 1 or type
2) and about 1.9 million people aged 20 years or older were newly diagndbkediabetes
(CDC 2011). Given that about 35% of U.S. adults aged 20 years or ottprdthabetes from
2005-2008, based on fasting glucose or hemoglobin Alc levels, in terms of 2010 U.S.
population, this percentage yields an estimated 79 million Ameridahsaaged 20 years or
older with prediabetes, a condition marked by elevated blood sugas tiat yet in the diabetic
range (CDC).

According to data from the American Diabetes Association (AD#Athe United States
diabetes is associated with high rates of hospitalization anghairicidence of heart disease,

angina, myocardial infarction, end-stage-renal disease (faih#ie), and non-traumatic (limbs



amputation), blindness among working-aged adults (American DiaBetssciation, 2011).
Furthermore, diabetes is the seventh leading cause of death imited Btates based on U.S.
death certificates in 2007 (CDC 2011). As expected, these disablnatitions contribute to a
severe decrease in a person’s quality of life. For instaneejgk for death among people with
diabetes is about twice that of people of similar age but withaletks and it is likely to be
underreported as a cause of death. Studies show that only 35-40%d#rdee@th diabetes had
it listed anywhere on the death certificate, and only 10-15%tHmtled as the underlying cause
of death (CDC 2011). It is projected that between 2009 and 2034, the nunpgeapté with
diagnosed and undiagnosed diabetes will increase from 23.7 million to 4#adh rfHuang,
Basu et al. 2009)

Not surprisingly, diabetes is becoming one of the major public healblgons because a
great proportion of the healthcare expenditure has been spent weatineent of its associated
morbidity and mortality. Case in point, people with diabetes are thes as likely to be
admitted for skin ulcers/gangrene, 15 times as likely fopperal vascular disease, 10 times as
likely for congestive heart failure, and almost 10 times aslyliker atherosclerosis;
cerebrovascular accidents and heart disease are 6-10 timesanom®n in diabetic patients
(Gambert and Pinkstaff 2006). In addition, diabetes occurs in all pamdatnd age groups but
is increasing in prevalence in the elderly and in blacks, HispaNiative Americans, and Asians
(ADA 2011; CDC 2011). Due to the combined burdens and complications oftefiabe
individuals at age 60 that are diagnosed with diabetes have aioedictife expectancy and
guality-of-life years of 7.3 and 11.1 years, respectively, for med, @5 and 13.8 years,
respectively, for women (Gambert and Pinkstaff 2006). Last buteast,| Diabetes’ direct

medical costs and the indirect costs of lost productivity and pueenenortality are substantial
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costs both to society and its citizens. According to the @211), diabetes costs a total of
$174 billion, with $116 billion in direct medical costs and $58 billion dirgct costs (disability,
work loss, premature mortality). Overall, the average medixpéreses among people with
diagnosed diabetes are more than 2 times higher than for people witdmetes (after adjusting

for population age and sex differences).
1.4 Organization of Dissertation

This paper is organized as follows. In Section 2, | provide &f brerview of the
chronic disease diabetes and a literature review on the effieptescription drug cost-shifting
on healthcare expenditure among individuals with diabetes. In Sectials8uss my data and
measures. In Section 4, | discuss the economic framework. | will presentreésalt with
discussion in Section 5 and summary and major findings will be disdus Section 6.

Concluding remarks are offered in Section 7.



11

CHAPTER 2
BACKGROUND

2.1 Diabetes M dlitus

Diabetes mellitus is a metabolic disorder in which the body a@blento produce or use
insulin, a hormone it needs to convert food into energy (ADA 2011; CDC 20h&)ye are three
types of diabetics. Approximately 5 to 10 percent of all peopllke diabetes have “type 1”
diabetes, a condition that typically begins in childhood or adolescenceequules lifelong
insulin treatment. The vast majority of people with diabetesjgh80 to 95 percent, have “type
2" diabetes, a condition that typically develops in adults over 30 who éndamily history of
diabetes, are overweight, or are physically inactive. TypalZetks can be controlled through a
combination of proper diet, weight loss, and exercise, although oditatiens or insulin are
often necessary. A third type diabetes known as “gestational” devélopsg) pregnancy and
can have harmful effects on both the mother and child because okedighatose levels. It is
estimated that up to 4 percent of all women develop gestatiaiatds during pregnancy and
return to normal following the pregnancy. However, these women Appeoximately 45
percent of increased risk of recurrence with the next pregreamgyapproximately 63 percent
increased risk of developing type 2 diabetes in later life (CDC 2011).

Since more people with diabetes die from complications of the disa#ser than the
disease itself, diabetes death rates alone understatetéme &xwhich diabetes contributes to
mortality. Similarly, people with diabetes are often hospialiZor the complications of
diabetes rather than for the disease itself, so estimates statdethe extent of total

hospitalizations for diabetes.
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2.2 M edications for Diabetes

There are three basic types of diabetes medication:

e Oral diabetes medication

e Insulin

e Other injectable diabetes medicine (besides insulin)
People diagnosed with type 1 diabetes usually undergo insulin treabeestise the body
cannot produce it while people with type 2 diabetes, whose bodiepretillice some insulin,
usually begin with oral medication to control blood sugar. Some people with type 2 wdiltyiniti
began treatment with oral medication may eventually need to itekdin because the oral
medications they have been taking for years are no longetiedfec controlling their blood
sugar (American College of Physicians 2007). Also, sometimesepedpl type 2 diabetes may
need to take two or three different pills, or a combination drug —talvlet that contains two
types of medications combined. In many cases, combination therapyre effective than just
using one type of drug (Chart 2.1; Sarpong and Miller 2010). Of cdhese drug therapies are
no substitute for lifestyle modification (diet, exercise, substabcse, just to name a few) once

an individual has been diagnosed with diabetes.
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Chart 2.1 Percentage of Adults with Diagnosed Diabetes Receiving Treeatitte Insulin or

Oral Medication, United States, 2007-2009
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[ !nsulinonly
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No medication

Source: 2007-2009 National Health Interview Survey

Among adults with diagnosed diabetes (type 1 or type 2), 12% take insilyinl4% take both
insulin and oral medication, 58% take oral medication only, and 16% do not take either insulin or
oral medication.

Source: Centers for Disease Control and Prevention. National eabmtt sheet: national
estimates and general information on diabetes and prediabetes in the Unhésd25tHl .



14

2.2.1 Typesof Insulin
There are different types of insulin available for treatmédrdstary in how quickly and

how long they can control blood sugar (National Diabetes Informatioari@gnouse 2008).
Unlike oral medication, insulin is taken by injection or other wayshsas syringes, injection
pens, and insulin pumps, into the bloodstream. They are classified on the following basis

¢ how soon it starts working (onset)

e when it works the hardest (peak time)

e how long it lasts in the body (duration)

There are five classes of insulin available for injections:
Rapid-acting--starts working within one to 20 minutes and its peak time are abotioomdater
and last for three to five hours.

e Insulin lispro (Humalog)

e Insulin aspart (NovoLd)
Short-acting--this insulin has peak effect of four hours and works for about six hours.

e Humulin®R

e Novolin® R
I nter mediate-acting--this insulin starts to show its effect about 90 minutes affection, peak
at 4 to 12 hours and lasts for 16 to 24hours.

e Humulin N

e Novolin N
L ong-acting--this insulin can last up to 24 hours.

e Insulin glargine (Lanty

Premixed--a combination of either a rapid onset-fast acting or a short actingniasuli
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intermediate acting insulin in one vial, which makes it easier to inject ffavadit types of
insulin at the same time.
e Insulin lispro protamine/insulin lispro (Humaf®#ix50/50, Humalo§ Mix75/25)
e Insulin aspart protamine/insulin aspart (Novofddix 50/50, NovoLo§ Mix 70/30)
e NPH insulin/regular insulin (Humulth70/30, Novoliff 70/30).

2.2.2 Other Injectable Medications

Besides insulin, there are other injectable drugs used in the treatnigathetts
(American Diabetes Association 2011):

e Pramlintide--(brand name Symlin) is a synthetic form of the hormone amylinghwisi
produced along with insulin by the beta cells in the pancreass Ugect it with meals
and it has been approved for people with type 1 diabetes who are mstiraghineir goal
Al1C levels and for people with type 2 diabetes who are using insntnage not
achieving their A1C goals.

e Exenatide--(brand name Byetta), the first in a new class of droeggHe treatment of
type 2 diabetes called incretin mimetics, works to lower blood glucose levealribyiby
increasing insulin secretion. Like pramlintide, exenatide is tefecwith meals.
Exenatide has been approved for use by people with type 2 diabetehawdanot
achieved their target A1C levels using metformin, a sulfongluog a combination of

metformin and a sulfonylurea.
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2.2.3 Oral Medication

Currently there are five classes of oral diabetes medications, all df \Wwaip lower

blood sugar levels, by making the pancreas produce more insulin, helmrepske insulin
requirements by the body or reducing gluconeogenesis (i.e. ttormaf glucose from
noncarbohydrate sources, such as amino acids) by the liver. diffesent classes of diabetes
medications can be used in combination or with insulin to achieve cohtra blood sugar (see
Table 2.1, Appendix B; AHRQ 2007).

e Sulfonylureas stimulate the pancreas to make more insulin.

e Biguanides shut off the liver's excess glucose production

e Alpha-Glucosidase Inhibitors slow absorption of carbohydrates in the intestine

e Thiazolidinediones increase the body's sensitivity to insulin

e Meglitinides stimulate the pancreas to make more insulin

These five pharmacological methods of controlling blood sugar canastially delay or

prevent costly medical complications arising from diabetes (Cohen, NestuHaA@03).
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2.3 Literature Review

A literature review of research on pharmacy benefit cost cuttinggiratenplemented
by employers and insurers reveals that, in 2000, 80% of health plémgnescription drug
benefits offered 3-tier formularies compared with 36% of plangars earlier (Kaiser Family
Foundation 2003). Also, more than half of all people with prescription idsugance were in
three-tier plans by 2002 (Thomas, Wallack et al. 2002). In thegdetrateéd formularies plans,
drugs are arranged into copayment tiers to create financeltimes for patients to use generic
medicines over brand-name products or select a brand-name digatiesias “preferred” over
“nonpreferred.”

In 2008, findings from a survey of more than 150 employers by Buck Consultants
revealed that 99% of the respondents offer a pharmacy benefitof @hese respondents, 44%
required employees to share 21% to 30% of the medication cost wbileea 45% required
employees to share 11% to 20% of the drug cost; the remainingrdqWed cost sharing
greater than 30%. Furthermore, 72% of employers implementecgac®si-sharing structure in
which tier 1 includes the lowest-cost generic medications, tiacl@des preferred brands, and
tier 3 includes nonpreferred medications. Given that tier 1 haswhest out-of-pocket cost for
medications, members have a strong incentive to use tier 1 as @ppagber tiers with higher
out-of-pocket costs for medications. In other related studies, whem@arbers have higher
copays or coinsurance amounts, their medication adherence rateasdeaentributing to
increased medical costs and absenteeism (Davis, Collins et al. 2005).

Shifting costs or increasing cost sharing to patients, rather than seekovgtive ways
to reduce drug spending and thereby share a lower overall cost, eadltbl patients forgoing

valuable treatments as a result of greater cost-share rfrotfasures are not taken to ensure that
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patients adhere to their drug therapy. There are two possibl@netiphs for the popularity of
such cost-cutting strategies, e.g. the multi-tier formulariegfiie First, many drugs that were
excluded under the single-tier formularies are often included in loengfits with more tiers
(Penna 2000). Second, research has shown that adding copayment gessdiag spending,
particularly the portion paid by health insurance plans (Motheral and Fairman 2001
In most of the studies that focused on the impact of tiered formularies, the findings

revealed that adding tiers to copayments for prescription drutje iprivate insurance market
was associated with a reduction in total spending (decreases of 5Ydh0¥%e drug plan and
greater spending by patients (Huskamp, Deverka et al. 2003; Gibstaulyhlin et al. 2005;
Huskamp, Deverka et al. 2005) . In these studies, there are 3 natabt®n findings: adding
tiers to copayment structures was associated with increasedhing within drug classes
(switching toward “preferred” drugs on formulary occurringoag 5% to 49.4% of patients)
(Motheral and Fairman 2001; Fairman, Motheral et al. 2003; Huskampykaegt al. 2003;
Nair, Wolfe et al. 2003; Gibson, McLaughlin et al. 2005; Huskamp, Davetkal. 2005),
decreased overall utilization of affected medicines (Fairmanh&fak et al. 2003; Huskamp,
Deverka et al. 2003; Gibson, McLaughlin et al. 2005; Huskamp, Devegtazfl05; Landsman,
Yu et al. 2005), and either no change (Huskamp, Deverka et al. 208B8)imecrease in the rate
of discontinuation of prescribed drug treatments (Motheral and &air2001; Fairman,
Motheral et al. 2003; Huskamp, Deverka et al. 2003; Nair, Wolié @003; Huskamp, Deverka
et al. 2005; Landsman, Yu et al. 2005). A study by Nair and colledgued that changes in
spending by the plan and by patients were consistent with thedsadf other studies but there
was no statistically significant associations between adung to formularies and changes in

total spending (Nair, Wolfe et al. 2003).
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Joyce and colleagues examined the impact of multi-tiered formulariedatoangeneric
substitution rules, and copayment levels on expenditures for generirari name drugs and
patient’s out-of-pocket payments on the working-age with employsfiged drug coverage
(Joyce, Escarce et al. 2002)This study found that many of the new insurance mechanisms for
prescription drugs were effective at controlling expenditurest eample, Joyce et al. found
that doubling copayment levels in one-, two-, and three-tier planaoging from $5 to $10 or
$5/$10 to $10/$20 or $5/$10/$15 to $10/$20/$30) reduced drug expenditures by 22 to 35%,
which translates to elasticities of —0.22 to —0.33. Also, addingraédrtged drug expenditures.
Moving from a one- to two-tier plan (i.g., $5 to $5/$10 or $10 to $10/$20) redupedditiures
by 6 t019%. Adding a third tier had less dramatic effects on geehaig spending than adding
a second tier, and adding mandatory generic substitution (MGS)taulevo-tier plans yielded
expenditure reductions of about 8 percent. Interestingly, patientsf-gaicket costs were not
affected by benefit design. Increases in patient cost-gharere balanced by reductions in
utilization of drugs with higher cost-sharing levels and substitubetween cheaper, generic
drugs and expensive brand name drugs. Although patient out-of-pocket spendiagatidnge
when cost-sharing increased, the share of total costs borne by patientmisasity.

In a study of the U.S. working-age insured, Goldman et al. concluded that increstsed c
sharing in drug benefits are associated with reduction in usenosthll therapeutic classes of
prescription drugs (Goldman 2004). This study focused on the impaaefitbesign on drug
expenditures and total days supplied of medications for selectedichmonditions. Price
elasticities of demand were estimated for both diseaséfisp@edications and other drugs for
the full sample and for users with chronic conditions. As a proxyrice, an out-of-pocket

index for each plan was generated, effectively collapsing thefitsegenerosity of each plan
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into a single variable. Patients being treated for long-tehronic conditions, such as

hypertension, lipid disorders, depression, gastric acid disorders, &edediawere found to have
demand for disease-specific drugs that was fairly prispenasive but less responsive than
demand for drugs from outside drug classes. In other words, iadreast-sharing in drug

benefits reduced the use of “nonessential” drugs more than “ed5dntigs. For patients being

treated for conditions, such as allergic rhinitis and osteoarthtiteg produce intermittent

symptoms that can be treated with medications, demand for dgsasée drugs was very

price-responsive, even more so than for drugs from outside classes.

Moreover, patients without evidence of medical treatment for specific caomlivere
more price-sensitive to disease-specific drugs than thosengibing treatment. Elasticities for
all drugs among the full sample ranged from —0.25 to —0.45, ela&sti¢dr disease-specific
drugs among those with ongoing treatment ranged from —0.07 to —0.30, diutielasor drugs
from an outside drug class for chronically ill patients rangecth f+0.14 to —0.30. In general,
existing research implies that price elasticity for phipson drugs is fairly inelastic (less than
one), but that estimates do variandsman et al (2005) found similar price responses across 9
therapeutic classes. Several other studies found modest but irmungects of higher
copayments on use of essential and nonessential drug classes @MatiteHenderson 1999;
Motheral and Fairman 2001; Fairman, Motheral et al. 2003).

In another related study, Roe and colleagues (2002) compared maolesa aggressive
three —tier plans and found that those with lower copaymentschtlegael had no overall
savings, while more aggressive plans with higher copayments atexatihad cost trends that
increased more slowly. Furthermore, other studies have found thistgsimdividuals from a 2-

tier to a 3-tier drug benefit copayment structure resultettamges in medication utilization and
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more aggressive cost-sharing requirements combined with other mamagenategies were
associated with a shift to less costly medications (genedc raail order), and lower total
prescription drug spending (Thomas, Wallack et al. 2002; Nair, Wolfe et al. 2003)

Studies on prescription drugs utilization have centered on the tloénosvn price
elasticity. The RAND Health Insurance Experiment (HIE) fotimat elasticities for prescription
drugs were not different from outpatient services, which ranged-bfry for coinsurance rates
from 0% to 25% to —0.31 for coinsurance rates from 25% to 95% (Manninghduse et al.
1987). Having found that HIE enrollees with generous insurance Silgmificantly more
prescriptions than did those with less generous coverage, they amohdiat "drugs, like
medical care expenditures in general, respond to cost-sharied lfgcconsumers” (Leibowitz,
Manning et al. 1985). However, this conclusion has been widely debatgrounds that the
HIE results cannot distinguish between the own-price effectsofrance on the covered service
in question (prescription drugs) and the cross-price effect of apwefar services that
complement drug therapy (physician visits). In 1989, Leibowitz publishegcand paper
reporting no significant relationship between insurance plan getyeeosl utilization rates for
over-the-counter medicine.

The results about whether or not the increases in drug priceasaoceiated with
significant adverse health status are ambiguous. Some studiesthatims$ing drug prices are
associated with increased adverse health effects (Johnson, Goodraan1@97; Tamblyn,
Laprise et al. 2001; Heisler, Langa et al. 2004). While other stfaliag no significant changes
in health status following increased cost-sharing for prescrigtiogs (Pilote, Beck et al. 2002;

Schneeweiss, Walker et al. 2002).
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Similar results to Goldman (2004) were found in a study where soegppndents were
asked about various cost-related reductions in use (Piette, Heigler2004). The findings of
this study indicated that patients reported less cost-relateettions for disease-specific drugs
than they did for overall drugs. Additionally, drugs for condition$witermittent symptoms,
such as arthritis or pain conditions, were reduced more frequkatiythose for life-threatening
chronic conditions such as hypertension or heart disease.

The price-sensitivity of elderly individuals is likely to diffeom that of the working-age
population. Theoretically, the proportion of income spent on a produchasof several
determinants of price-sensitivity. Hwang et al. (2001) found thatobpbcket spending
increased with age and income and varied by insurance statuscificdjpg persons in the
oldest age category (age eighty or older) spent more thantifmes out of pocket than did
persons in the youngest age category (birth to nineteen yearsyiaedas much as persons in
the middle age category (ages forty-five to sixty-five)ve@d that outlays for prescription drugs
account for a smaller fraction of income for the working-agguied than for the elderly or
uninsured, it is possible that this income factor drives the elderbye more price-sensitive.
Conversely, elderly individuals may have a greater underlyimfjepgnce for drug therapy
because they view prescription drugs as necessary and bel@vewrr substitutes exist for
drug therapy, e.g., diet and lifestyle modifications may hase impact late in life, and thus,
they may become less price-sensitive. Of course thenaheffect of these factors on price-

sensitivity is theoretically ambiguous.
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2.4 Significance of This Study

Although previous research provides good insights in evaluating thetseffethe drug
benefit changes from some particular perspectives, a numberitatitbms motivated my current
research study. The first major issue concerns with the dathfoisestimation. Some studies
used small samples so their estimation results could beeaffbg serious sample selection bias.
The second issue pertains to the fact that most previous studésross-sectional data. Once
again, the question of selection bias arises because it isultitiocccontrol for the individual
heterogeneity in estimating the demand for medical care by usingsectssnal data.

The third major limitation of those prior studies is about the sobpeeir studies. Most
studies focused only on the direct effects of the rising drugspodnepharmaceutical costs and
use in general or for general chronic conditions, not specificallgiabetes as | intend to focus
in this study. Depending on the substitutability of prescription dangsother types of care, the
increases in drug prices could potentially have spillover effattsther medical care sectors
such as inpatient and outpatient services. In addition, their eflectemands for medical care
might distribute over a long term through the changing of underlgeejth status. Most
previous studies estimated static models of demand for meaical(doyce, 2002; Huskamp,
2003; Goldman, 2004) and the dynamic price effects on medical demandrged lleft
unexplored. Furthermore, there is limited literature on the malrgiifiect of comorbidities on
the demand for medical cate.Pladevall et al. (2004) found that patients with diabetes and
comorbid conditions, poor adherence to antidiabetic, lipid-lowing, and antibypae
medications drug regimens resulted in poor clinical health outco@agn these motivations,

in this study, | seek to explore the dynamic cost-sharing effects ohdaralt

2| used the following criteria to search for existiliterature for comorbid effect of diabetes oe tremand for
medical care online: diabetes, comorbidity, maabeffect, prescription drug demand elasticity.



24

expenditures among the individuals with diabetes, one of the most common chronic coadition f

which prescription medications exist, taking into account the comorbid effect ofediabet
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CHAPTER 3
METHODS

3.1 Data

| used the 2000 and 2001 Thomson HealthcaviarketScan Research Database.
MarketScan, a health care information company within the Thomson @bgmgrhad contracts
with over 45 large employers for the submission of the health ingudata for their employees.
It is the largest multi-source private sector healthcarebdagain the U.S., containing paid
claims of more than 7 million privately insured individuals, and over $1®rbiln annual
healthcare expenditures. To keep the identity of the employerbeaith plans confidential,
neither employers nor health plans are identified by name irddkebase. This database
contains longitudinal data for each person, including person andyfateittifiers, enroliment
history, uses of inpatient care, outpatient care and prescriptios, draglth expenditure, and
detailed health insurance coverage information from 2000 to 2001.

There are five different files in the MarketScan database #00® to 2001. In order to
conduct a sample selection for diabetic patients, | linked infoomdtom these five different
files:

(1) theenrollmentfile, which contains patients’ demographics and detailed infoomat

on their health plan enrollment history;

(2) theemployer benefit plan desidile, which contains summary benefit descriptions

for major medical and prescription drug benefits for many health plans;

(3) the outpatient pharmaceutical claiméile, which contains a claim for each

prescription filled by each person with information on days of pigggmn drug supplied,

® Thomson Healthcare was formerly known as MEDSTIATated in Ann Arbor, Michigan.
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national drug codes, therapeutic classes, and expenditure informatioding total
payments, out-of-pocket payments made by patients, and net paymeldsbynahe
employer;

(4) the outpatient service claimdile, which contains individual outpatient claims
aggregated to the level of each outpatient visit with informatiodiagnosis, treatment
procedures, and payment; and

(5) the hospital inpatient claimsfile, which contains individual hospital claims
aggregated to the level of the hospital stay and provides informationagnodis,

treatment, and length of stay, as well as basic payment information.
3.2 Study Design

This retrospective cohort study utilized a quasi-experimentalpgsewith comparison
group design, to analyze the effect of cost-shifting on heaéthegpenditure among enrollees
diagnosed with diabetes enrolled in employer-sponsored insurance Tangrincipal measure
of interest is a change in the health benefit plan. Medicalphadnacy claims were used to
evaluate outcomes for enrollees with a change in drug beraiiioplundergoing cost shifting in
their pharmacy benefit coverage (the intervention group) comparedewitilees without a

change in drug benefit plan (the comparison group).
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3.2.1 Diabetes Sample: I dentification of Enrolleeswith Diabetes

To identify enrollees with diabetes in the database, | used &icanon of diagnosis
codes and drug-specific pharmacy claims. Enrollees with dialvetesidentified as those who,
between 2000 and 2001, had two or more medical claims with a diatiatgsosis code
according to the ICD-9 codes 250.xx or one or more prescription drugsdiairan antidiabetic
agent based on the national drug code (NDC).

To be included in the study sample, enrollees in both the intervemttbrmamparison
groups had to be continuously enrolled for the entire 24-months study (#2 months before
the plan change and 12 months after the plan change) and be greaterdbaal to 18 years of
age and less than or equal to 62 years of age at the beginning stidyeperiod. Using
information from the enroliment files, | defined an anchor date fratolé@r 1, 2000 to March
31, 2001. However, after analyzing the health benefit plan claatgedrend, three individuals in
the intervention group changed their plans on November 14, 2000 and January 2, 2001 and
January 3, 2001 while the rest of the enrollees changed their plamweryl 1, 2001. Therefore,
| redefined the anchor date to January 1, 2001 forintervention groug’ (dropping the
November 14, 2000 plan change) and chose a proxy anchor date of January Xor26el f
comparisongroup which has 1 plan throughout the 24-months study period.

This process provides 12 months expenditure in the pre-period and post-quea total
of 24 months time. Furthermore, to find enrollees with continuous emmalilmith pharmacy
benefit coverage, | examined the health plan files for evidenceestngstion coverage and
excluded any persons without drug benefits or with insufficient detéile database during the

entire two pre-post periods. Figure 3alagdb) shows a sketch of sample selection timeline.

* | dropped patient with November 14, 2000 changaé But kept the other two patients because all the
expenditures for 2001 occurred after the chang#seio drug benefit designs.
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Figure 3.1 (a) Timeline for intervention group
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Figure 3.1 (b) Timeline for comparison group

Next, using national drug code (NDC) to identify antidiabetic egeinexamined the
outpatient pharmaceutical claims record to find persons with st Ba@harmacy claimsfor
antidiabetic medication in each of two periods: the pre-charageiddy 1, 2000, to December
31, 2000) and the post-change (January 2, 2001, to December 31, 2001). Forvbetione
group, the enrollees whose employers switched to new healthth@aafcoverage must have
two health benefit plans within the 24 months and the health beneficpleerage changed on
January 1, 2001, and remained in the same coverage structure tteugist of 2001. The
comparison group included enrollees whose employer remained undsantieehealth benefit

plan coverage structure from January 1, 2000 to December 31, 2001. dlkesmeeting the

® | imposed at least 2 pharmacy claims to ensurtethieaperson selected did indeed have diabete§ystaa miscode
or a one time prescription fill for some other tleaonditions.
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aforementioned criteria were included in the analyses of tbadlthcare expenditure
(beneficiary’s copay and deductibles and remainder of the chaidyéypthe insurer), total out-
of-pocket expenditure (patient's copay and deductible for pharmadeuiigatient and
outpatient services) and individual out-of-pocket (pharmaceutical, cerpadind inpatient
services). A sample of 3,257 enrollees with diabetes wasifiddntising this algorithm; 2,447
and 810 for the intervention and comparison groups, respectively. J.abdesplays the sample
selection details and Table 3.2 shows the drug benefit design pmetfehange and post-change
periods.

Table 3.1: Sample Determination

Criterion Individual

ICD-9CM diagnosis code (250.0x)

Aged 18-62

Key Variable Present (drug benefit plan)

Two Time Periods (pre-post)

Final Sample Size (person-years) 3257

Note: Sample size is the number of individuals after setpdtin each criterion. The final
sample is 3,257 individuals over two time periods.

In the final sample, there were 5 plan types (see Table ®®)prehensive, HMO, Non-
capitated point of service (POS), preferred provider organizatio@)(P¢apitated or partial
capitated POS; and a total of 28 plans. In the comparison grogpwiee 8 plans and all of
them were comprehensive plan type with no “patient incentive toass@rcproviders” and no
“primary care physician assigned.” While in the interventia@upgrthere were 23 plans and they

included all 5 plan type as mentioned above.
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3.2 Drug Benefit Plan Characteristics for Intervention Group: Pre-chaigest-change

Non- Non-
Preferred Preferred preferred preferred
Generic Brand Brand Brand Brand
Pre-change  Frequency Copay- Generic Copay- Copay-  Copay- Copay-
Benefit Plan of plan card Copay-mail card mail card mail
Plan Groupl 1 5 10 10 20 25 45
Plan Group2 4 5 10 10 20 20 45
Plan Group3 1 2 2 2 2
Plan Group4 1 5 5 5 5
Plan Group5 3 24 24 24 24
Plan Group6 2 8 8 16 16 25 25
Total No. of
Plans 12
Non- Non-
Preferred Preferred preferred preferred
Generic  Generic Brand Brand Brand Brand
Post-change Frequency Copay- Copay- Copay- Copay- Copay- Copay-
Benefit Plan of plan card mail card mail card mail
Plan Groupl 4 15 30 35 70
Plan Group2 1 10 20 20 45
Plan Group3 1 2 2 2 2
Plan Group4 2 5 5 5 5
Plan Group5 3 24 24 24 24
Plan Group6 2 16 16 25 25
Total No. of

Plans 13
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3.3 Plan Type Characteristics

Plan Type Patient Primary Care | Referrals from | Out of Partially or
incentive to | Physician PCP to network fully
use certain (PCP) specialists services capitated?
providers? assigned? required? covered?
1 COMP no no n/a n/a no
2 HMO yes yes yes no yes
3 Non-cap yes yes yes yes no
POS
4 PPO yes no n/a yes no
5Capor yes yes yes yes yes
Part Cap
POS

3.2.2 Methodological Approach

| seek to answer two questions:
(1) Do changes in drug benefit design have a significanttesfepatient out-of-pocket (copays
and deductible) drug expenditure among individuals with diabetes indargyer-sponsored
insurance plans?
Hypothesis|:
Ho: The out-of-pocket expenditure for drug is ganein the intervention group with a
changein drug benefit design and the comparison group without a chandeugn
benefits coverage.
Hi: The out-of-pocket expenditure for drugdifferentin the intervention group with a
changein drug benefit design and the comparison group without a chandeugn
benefits coverage.
(2) If this relationship holds, what is the impact of changes ig danefit design on thital

healthcare expenditurédsum of both employer and enrollee’s cost for all three se)yice
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individual service expenditurtor each of the three servicdstal out-of-pocket(the sum of
patient’'s copays and deductible for pharmaceutical, outpatient andemtpaervices) and
individual out-of-pocketor pharmaceutical, outpatient and inpatient services?
Hypothesis|I:
Ho: The expenditures (total healthcare expenditure, total out-of-packetndividual
out-of-pocket for inpatient and outpatient services) aredhees the intervention group
with achangein drug benefit design and the comparison group without a change in drug
benefits design.
Hi: The expenditures (total healthcare expenditure, total out-of-packetndividual
out-of-pocket) ar@ifferentin the intervention group with @hangein drug benefit design
and the comparison group without a change in drug benefits design.
In this investigation, a strong assumption is made regarding theakeyple of interest,
changes in drug benefit design:
Assumption (Causality):
An increase in employees’ share of expenditure and a decre&siali healthcare expenditure
(employees plus employers’ share of expenditure) must be dughémge in inputs or input mix
which is broadly defined as changes in drug benefit design impletnentthe employers as a
way for employers to shift cost to employees.
| expect that this assumption can be justified in the dynamigloyer-sponsored health
benefit setting via appropriate statistical analysis. Th&gdeof this research is to use a
longitudinal data with a focus on patient population facing a similar array gfcthaices, that is,
people diagnosed with diabetes and using antidiabetic agents. rhamglimy unit of analysis
to individuals with diabetes to reduce sources of heterogeneityddthecovers the time period

2000-2001. The response variables are total healthcare expenditures, tai&pauket

expenditures, and individual expenditure per service per enrollee, andluadiout-of-pocket
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expenditure per service per enrollee for the diabetes population,nexbtdrom the

pharmaceutical, outpatient and inpatient services files. To nee#isereffect of changes in
benefit plan coverage on each of the response variables, gegeraditimating equations were
used, whereby the relationship between the response and coviariaiedeled separately from

the correlation between repeated measurements on the same individual (Diggle 2002).
3.3 Measures

3.3.1 Response M easures: Direct Cost of Diabetes

From the insurers’ perspective of the analysis, direcsagste reimbursements from the
insurer to health care providers for inpatient, outpatient, physiciath, paescription drug
services, as well as for other services (e.g., physicapienursing home services). Costs were
reported based on claims for services provided in 2000 and 2001. $atigndf-pocket (e.g.,
copays and deductibles) are included for the patients’ perspectiteeofinalysis. All
expenditures for each year were adjusted using the ConsuicetriRlex (CPI) and all estimates
in this dissertation are reported in 2001 dollars.

The main response variables ai@al healthcare expendituretotal out-of-pocket
expenditureindividual service expenditur®r each of the three services, andividual out-of-
pocket expendituréor each of the three services. Out-of-pocket expenditure on |tescri
drugs, outpatient services, and inpatient services are calculatdte asearly spending per
diabetic enrollee, while total out-of-pocket expenditure is the sunthef out-of-pocket
expenditure on prescription drugs, outpatient services, and inpatieiceserIndividual service
expenditure is the sum of spending by the insurer in the databdgbe required out-of-pocket
spending by the patient for each of the service (drugs, outpatient services, éiedtispavices).

Total healthcare expenditure is the sum of spending by the insutbe database and the
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required out-of-pocket spending by the patient for prescription druggatent services, and
inpatient services.

3.3.2 Explanatory Variables

The primary explanatory variable of interest involves changes inibefef design for
prescription drugs. In the presence of health insurance, treefpoed by a diabetic patient for
health services is determined by the diabetic patient’s health plan besgjit.de

3.3.3 Covariates

Other explanatory variables associated with healthcare expendiase included in the
models. Patient-level sociodemographic characteristics incegledage, urban residence, and
median income in the patient’s area of residence (by ZIP doma)the US Census files. Both
income and residence (i.e. urban or rural) were obtained using yaaptmunty zip code
provided in the dataset to link to Federal Information Processingd&th (FIPS) (USDA,
Economic Research Service 2004). | also included region to controlggographic
characteristic. In addition, a comorbidity score, using Elixhaoserorbidity measures, was

calculated to be included in the analysis to explore its effect on the outcomes.
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3.4 Identification of Conditions Comor bid with Diabetes

To gain a better understanding of the effect of comorbidities dretdis related cost, |
identified comorbidities as recognized in the literature to dmeglical costs, morbidity, and
mortality in diabetes in both the intervention and comparison group€ (ZD09; ADA, 2007;
ADA, 2011; Simpson, Corabian et al. 2003; O'Brien, Shomphe et al. 1998; Halygt@ohen
1999; Ramsey, Newton et al. 1999). These conditions included cardiovasiczgase,
hypertension, infections related to diabetes (e.g., septiceracerbmia), other metabolic
diseases (e.g., hyperosmolarity), nephropathy, neuropathy, and r#tinopd used the
Elixhauser method whichses ICD-9-CM codes and has been shown to predict mortality and
hospitalization outcomesd¢e Table 3.4, Appendix) (Elixhauser, Steiner et al. 1998; Southern,
Quan et al. 2004).In contrast to the Charlson Score, the original Elixhausénadanvolves
retaining individual binary indicators for each disease categatlggr than creating a summary
score by adding indicators for all diseases). As an alteeniat the original Elixhauser method,
| summed all of the indicators to create a total Elixhauser ¢Bominick, Dudley et al. 2005)

| performed a search over the analysis period of year 2000 and @002-9 codes
related to each comorbidities as indicated, whereby arhdtlser Comorbidity score was
calculated by summing the indicators of the comorbidity diagnosis treminpatient and
outpatient services claims data for each patient. Scordsedalixkhauser comorbidity measures,

a numeric scale reflecting the risk of death or serious digabil the next year based on the
presence of a diagnosis for 1 of 30 conditions (e.g., heart disssmsser, depression) were
included for the intervention group and comparison group in all the regressodels

(Elixhauser, Steiner et al. 1998).

® Since my analysis is on diabetes, in summing théh&liser score, subtracted 2 comorbidities (diabetes with
chronic complications and diabetes without chramimplications) from the measures to get a tot&i&but of 30
comorbidities (see Table 3.2, Appendix).
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3.5 Sample Characteristics

Table 3.5 shows patient characteristics in terms of keiabhlas (refer to Appendix,

Table 3.6, for more details of the sample population). The summagngdle characteristics is

produced for the overall study population who satisfy the inclusioerieritThe classification is

made on the basis of changes in drug benefit coverage s@iiasge in drug benefit coverage

category is the intervention group, whereas no change in drugtbhemefrage category is the

comparison group. The first two rows report the mean and standardiatrewhpre- and post-

period total expenditures for the intervention and comparison groups. Rtdguthe pre-period

mean expenditure should not be significantly different for interventimh cantrol groups as

indicated by the t-test.

Table 3.5: Sample Characteristics by Changes in Drug BenefitrDesig

Comparison Group I ntervention Group t statisitc
N=810 N=2,447
Variables Mean Std Dev Mean Std Dev
Pre Total Expenditure 4220.47 4011.81| 4456.34 6345.0 -1.24
Post Total Expenditure 6573.15 11039/91 4827.03 6451.19 4.2A7***
Age in years 46.54 10.74 48.69 9.9] -5.05***
Elixhauser comorbidity scorg 0.22 092 2.78 6.40 -19.41***
Income by zip code 29223.99 7950.09 30872.22 7507.9| -5.18***
Residence (urban) (No. (%)) 786 (97.04) 2412 (98.57) -2.39*

For the comparison group, anchor date is set to January 1, 2001 as the intervention group.
*p <0.05, * p<0.01, ** p <0.001
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CHAPTER 4
Conceptual Framework

4.1 Theoretical Framework

According to economic theory, a rational patient’'s consumption of an alpgimount of
the drug, given preferences and income constraints, depends on his aeksmast of the full
price of a prescription drug and the drug’s benefits and adverséseffépecifically, the theory
assumes that rational patients will weigh the costs and beokfitsigs versus other methods of
producing health and will consume combinations of these that maxih@zehealth, subject to
their income constraints. From this utility maximization feavork, economists can derive a
demand curve for a specific good that is a function of its piieeprice of all other goods, and
the consumer’s income. For normal goods, the derived relationship hgiwee and quantity
is negative, a result often referred to as “downward sloping” demand.

From a health economics perspective, in principle, there are fieoedi views on the
demand for healthcare. One suggestion is that the individual demandedrea#ts an input into
her production of health--sometimes referred to as the Grossiwadel GGrossman 1972). The
Grossman model suggests that the demand for health care is @ dienwand in the process of
investment in health capital, thus, it views healthcare as an ilgng with other health inputs
such as nutrition and personal exercise. Since good health iseddmgicome according to the
model, individuals may purchase inputs that improve their health, symessiption drugs or
other medical services, because health is a depreciatingistadkch individuals must invest
over time. As a result, the demand for prescription drugsliesiged demand from the demand
for good health. It follows that, given a patient’s utility fupatior “preferences set,” all other

things equal, the demand for prescription drugs is a function ofgégsdstice, the price of other
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inputs, including other drugs, and a patient’'s income. Since the pripeesdription drugs is
itself a function of one’s insurance status and level of pharipewgfits, this theory implies that
insurance status and pharmacy benefits’ level of generosityc@st-shifting or greater cost-
sharing level) will affect a consumer’s choice.

An alternative view to the Grossman model sees the demand foh lceadt within a
principal-agent framework (Zweifel and Manning 2000). Thus, the individealdes if and
when to seek health care while the provider of the servicesedelo@v much care to use once
the first decision has been taken. Depending on the particular vigv® demand for health care
that one adopts, the methods for analyzing the effect on the demaheaftrcare will vary.
That is, the effect of health benefits on the demand for prescrighti@nspending by assuming
the change in the benefit is imposed by the employers tocsisiftto the employees as opposed
to treating the change in benefit plans due to employees’ self-selectiontbflierafit plans.

The role of insurance in health financing has twofold. The firstto raise revenues for
health care services, while the second is to pool these resaardbsit health risks can be
effectively shared among the members of the insurance sclr@flen, Goodman et al. 2007).
Risk sharing is both an equitable and an effective way of fingnieegalth care due to the
uncertainty of individual risk of ill health in the population. Tsespecially important to
public policies that are attempting to overcome health insuranogtove access to care and to
reduce individual spending at the time of use, which is essentidddse with limited ability to
pay for their care. Given the different ways of analyzing tfiece of health insurance on
utilization and expenditures, whereby the findings depend on thedleega view of demand on
health care, the extent to which the relationship between tive pf health care and

consumption occurs in any given context is an empirical issue, gitrer factors such as
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indirect costs (i.e. transportation). Although there are other gmablassociated with health
insurance, including moral hazard and adverse selection, this is rsutltjeet of analysis in this
paper.

4.2 Hypotheses

Based on these theoretical underpinnings, this section presents lgsotimut the
effect of employer shifting cost via changing drug beneéihpioverage to the employees in a
population diagnosed with diabetes. Previous research has shown thas patie prescription
drug benefits have incentives to consume more drugs than they wouldlipocorasume
because patients are paying only a fraction of the full drug price (Pauly 12632P@4).

What is the effect of the price of prescription drug on the demand for pharmaceuticeserv

According to the law of demand, there is an inverse relationshipebetthhe quantity demanded
of a commodity and its price. Given the existing literaturehenptrice elasticity of prescription

drug and the assumption that this prescription drug therapy is catbider “essential

medication” for treating diabetic, the price elasticity igtieely inelastic or less than 1. With
two years of data, | expect that when an employer shifts @@st employee by raising the price
of the drug, the employee’s out-of-pocket drug expenditure willeas®, but the total drug
expenditure which included both the patient and the employer’s stdhcated by the benefit

plan’s payment will decrease.

What is the effect of the price of prescription drug on the demand for inpatient s@rvice

| predict that shifting cost to the employees via a relativegjher co-payment required for
pharmaceutical services will increase the consumption of impagervices, thus, the out-of
pocket for inpatient services will increase but the total inpagervices expenditure, including

patient’s out-of-pocket plus employer’s share indicated by thefibgslan’s payment, will
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decrease. A chronically ill patient will continue to demand inpatservice to some degree
depending on the severity of his or her condition and comorbid conditions.

What is the effect of the price of prescription drug on the demand for outpatient services

| assume that for a patient to obtain prescription for a pptgoridrug this patient must visit his
or her physician only when the prescription drug needs to be fillesymatregular basis where
he or she has to receive treatment as an outpatient to helgenhisaor her diabetes. |
anticipated that the relationship between prescription drug ok outpatient service is
complementary but weak or negative and slightly below zero. Tii$igher copayment level
for prescription drug will decrease patient’s out-of-pocket spenftingutpatient services and

the total outpatient services expenditure that included both patient and engépgarding.
4.3 Empirical Strategy

This section includes a discussion on some theoretical background @mthecal
analysis of health care expenditure. In general, health ecosaangsinterested in modeling a
response variabl¢ as a function of a vectot = (X, X, . . ., %) T of covariates in a regression
model for the mean function(x) = E(Y |[X = x) to estimate the effect of one or more of the
covariatesX; on'Y. This marginal effect is measured by a general functioha(x): the partial
derivative ofu(x) with respect to covariatgin vectorx = (xi, %, . . ., )QT. Denoted byD;(u; X)
= ou(x)/ox;, this parameter is the rate of change((X) with respect taX; evaluated aX = x.
WhenX; is an indicator variable (i.e. pre-change=0 and post-changbi)x-; ) is defined as
the difference in(x) at the two levels oK , i.e.Dj(i; X ) =u(X = 1, xj ) —u(x% = 0, X ), where
X is the vectox withoutx; (Basu and Rathouz 2005).

As noted by Greene, this parameter is calledntiaeginal effectof the covariate and is

given byé = EX{Dj(x; X)} (Greene, 2000, p. 824). Thus, it is the population average rate of
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change inu(X) with respect toX;, controlling for other factorX-;. WhenX; is a binary indicator
variable, the parameter of interest is itheemental effeagiven by

m= EX, {Dj (1; X5 )}, where the expected value is owé , marginally with respect t¥. The
parameterr; is the population average contrast in the mealy &r X, = 1 (i.e. post-change
period) andX; = O (i.e. pre-change period). Once more, the expectation is takeKX,dugrasX;

is fixed at O or 1 inDj(x; X+ ), m; only involves the marginal distribution of; . The
interpretation of bothj and z; are as effects okK; on the mean of, adjusting for all other
covariates in the model, where this adjustment is to the populatioibutisin of X. In the case
of linearity, whereu(x) is linear inx;, eitherj or z; is simply equal tg;.

Many response variables in health economics are characterizeohbyegative values,
heteroscedasticity, heavy skewness in the right tail, and kudatributions. Thus, it is
inappropriate to apply ordinary least square (OLS) on the raw stdlethe response variable.
Traditionally, to overcome such problems, econometricians haieel @h logarithmic or other
transformations o¥. This is then followed by regression of the transforrvi@h X using OLS
(Box and Cox 1964). However, such practice can potentially creasediestimators qif(x)
unless the researcher spent considerable effort to discern tifecdpems of heteroscedasticity.
Moreover, the OLS based models with logged response variable aprdese than GLM for

certain data generating processes (Manning and Mullahy 2001).
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4.3.1 Generalized Linear Model (GLM)

Due to such problems of retransformation, economists have focuseldeousé¢ of
generalized linear models (GLMs) with quasi-likelihood estioma{Wedderburn 1974). In the
GLM approach, a link function relate£x) to a linear specificatior’ 4 of covariates. By using
this approach, the retransformation problem is eliminated begéxjse transformed instead of
Y. If the response function is exponential, the conditional mean of thggnalaeffect can be

denoted as:

D; (u;,%) = ag)gx) =p e’ (4-1)

j
Another advantage to using this method is that Glaiew for heteroscedasticity through a
variance structure relating ar|X = x) to the mean, with correct specification the

estimators are efficient (Crowder 1987) and mayespond to an underlying distribution of the
response measure.

4.3.2 Generalized Estimating Equations (GEE)

In health economics, many studies have used Idg rwodels with the gamma error
distribution as their choice of model (Blough, Madds al. 1999; Manning and Mullahy 2001;
Basu, Manning et al. 2004). Even though this isctme, it is still a challenge for researchers to
identify the appropriate link function and variansgucturea priori (Blough, Madden et al.
1999; Manning and Mullahy 2001) because there Ie bniidance on the functional form gffx)
or about distributional characteristicsYogivenX. The generalized estimating equations (GEE),
introduced by (Liang and Zeger 1986), is a methbdnalyzing correlated data that otherwise

could be modeled as a generalized linear modeanfsxtension of the independence estimating

equations (GLM), correlated data using GEE are teodasing the same link function, linear



43

predictor setup (systematic component), varianoetfon, and additional covariance structure of
the correlated components.

In this framework, the covariance structure dogsneed to be specified correctly to get
reasonable regression coefficients and standaoiserrThe model for GEE forms like GLM
except with no full specification of the joint distution and thus no likelihood function:
g(u)=xi'B. These data sets can arise from longitudinal stuilieshich subjects are measured at
different points in time, or from clustering, in igh measurements are taken on subjects who
share a common characteristic such as belongitigeteame litter.

Let Y; , where j=1,..., p and i=1,.., K, represent th® measurement on th& subject.

These arejimeasurements on subject i and total measurements

Zik=lni

The estimating equation can be expressed in tleviog form:

k N J—
> DVHY-u)=0 (4-2)
where
Di :%
op

The solution to the GEE gives a consistent estino@tp that is asymptotically multivariate

normal with covariance matrix

oDV D =0 (Yl [0V D) (4-3)
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4.3.3 Model Specification

In examining the effect of employers shifting ceist changing drug benefit plan design
to the employees, | begin by presenting a genemksentation of my model. In this analysis,
the correlated measures are pre- and post-perhdidnal expenditure and GEE are a suitable
technique for the data. The response variablal(tetalthcare expenditure, total out-of-pocket
expenditure, individual out-of-pocket expenditurer fpharmaceutical services, outpatient
services and inpatient services), is expressedfaaaction of benefit plan change (treat), time
effect (post), interaction term for plan change dibonal on time effect (treat*post),
comorbidities (comorb), gender, age, urban or r(nredidence), and income using marginal log
link regression models with the gamma error distidn in GEE as discussed above:
loge (1) = a + Pitreat+popost+Pstreat*post,comorb +sgender Hgage +3-residence +

Bsincome+fgregion (4-4)

As mentioned above, GEE involves specifying a nmaigmean model relating the
response to the covariates and a plausible caoelatructure between responses at different
time periods (or within each cluster, i.e. treahe resulting parameter estimates are consistent
irrespective of the underlyingrue correlation structure, but may be inefficient whtre
correlation structure is misspecified (Diggle 2Q0R)oreover, GEE parameter estimates are also

sensitive to outliers (Qu, Lindsay et al. 2000; d»&2002).
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4.3.4 Analytical Work

Finally, data analysis was carried out in ordeestimate the associated expenditure or
cost of the changes in drug benefit plan. The cas$sciated with each of the response variables
were estimated vis-a-vis the comparison group ataaed above. In order to calculate the cost
associated with treat (intervention group), inteti@n group were pooled with comparison
group. A dichotomous variable (treat=1|0) was @®@adb indicate intervention group (treat=1)
and comparison group (treat=0). The variable tigas the main variable of interest here.

Regression using GEE estimation technique was fase¢lde analysis.
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CHAPTER S
EMPIRICAL ANALYSISAND FINDINGS

5.1 Expenditure by Changesin Drug Benefit Design Status

The expenditures were found using regression metmjdsting for age, incomes,
residence (urban vs rural) and Elixhauser comdspidicore. Using the estimates from
regression models, expenditures were predicted €ach observation. Then predicted
expenditures are averaged by changes in drug betesign or the intervention group status.
Following common practice and existing literatumejalue of $1 was added to all zeroes values
encountered dependent variables to avoid undeBoédions for the log of zero (Powers et al.
2005; Diehr et al. 1999). All regression modeks @ported in log and marginal effect.

Referring back to Chapter 3, Table 3.5 shows the pkpenditure for the baseline year
(2000) and the intervention year (2001) as welltlas difference in expenditure for the
intervention group that changed due to changesug denefit design relative to its comparison
group. The mean baseline age is 48.69 and 4615théointervention group and comparison
group, respectively. A little more than half oétimtervention group and comparison group were
male, 57% and 59% respectively. The majority ablees in both groups reside in the urban
areas. Geographically, the vast majority of thieepés in the comparison group live in the north
central while the intervention group is concentlate the northeast, north central and south

region.
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5.1.1 Total Expenditure

Table 5.1 shows the estimated results from therégltession model for total healthcare
expenditure and total out-of-pocket expendituredibrservices (pharmaceutical, outpatient and
inpatient services). These are estimates of exsefios the post period (2001) following changes
in drug benefit design. The regression equatiouded all covariates selected in the data
summary Table 5.6, Appendix. The estimation offfi@ents and their implied values (the
marginal effect) in dollar terms are also presenfexn total healthcare expenditure, the estimates
for changes in drug benefit design conditional iomet effect (plan*year) and time effect are
significant even below the 1% level, while for fotat-of pocket expenditure the interaction
term and time effect was not significant but thanpthange is significant below 1% level. For
total healthcare expenditure, in 2001 dollar tertis,plans with changes to health benefit design
dependent on time (on average) spent about $1538s3 in 2001 than the plans without
changes to health benefit design dependent on tirRer total out-of-pocket expenditure,
individuals with changes to health benefit design &verage) spent about $96.67 more in 2001
than individuals without changes to health beradgign. A possible explanation for this may be
that changes in drug benefit design have shiftedger burden of medical care to the patients,
and thus they would have higher total out-of-poekeienditure. However, the interaction term
for plan change and time appears to be not sigmfibecause this is a one-year follow-up or
short-term analysis that may not be able to dehectime effect on total out-of-pocket spending.

In the total healthcare expenditure model, gendge and comorbidity score are
significant below the 1% level. The comorbidityose indicates that the spending in the plan
increases significantly for diabetic patients wéthmorbidities , i.e. by a margin of $177.75 on

average. However, the place of residence doeapypear to have a significant effect on plans’
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spending. It may be that diabetes is indiscriminatéts effect and is a chronic illness that
requires medical attention, thus, incurring spegdimespective of the individual’s level of
income or residence. In terms of geographic locatindividuals living in the south have a
significant effect on total healthcare expenditangl those living in the west have an impact on
total out-of-pocket expenditure models below the 1B%&l, that is, enrollees living in the south
spent on average $556.36 less than those livimpitheast and those living in the west spent
$74.81 more than those living in the northeaspeesvely.

Looking at the result from the total out-of-pockegression model, as employers shift
cost to the employees, older enrollees aged 452taré likely to reduce their spending on
average than the younger enrollees, 18 to 44 ydar(age category of 18 — 34 is the omitted
category). Income appears to be a significantipt@dfor total out-of-pocket expenditure but
not for total healthcare expenditure. Similarlytbhe result in the total healthcare expenditure
model, the Elixhauser comorbidity score is a sigaift predictor of overall out-of-pocket
spending.

5.1.2 Individual Services Expenditure

The results in Table 5.2 and 5.3 show changesnefligolan design conditional on time
to be a significant predictor for all three moddldrug, inpatient, outpatient services).
Specifically, relative to the comparison group’selsging in drug, inpatient and outpatient
services, the intervention group is more likelydiecrease spending on average by $160.46,
4949.64 and $364.41, respectively. To a certatergx geographical location appears to be a
significant predictor for inpatient (i.e. south)tlmot for drug spending and outpatient services
spending. Again, the comorbidity score is a sigaift predictor for increased spending in all

three services below 1% level.



49

The parameter estimates from the total drug spgnelgquation indicate that gender and
age have significant impact on total drug spendncgease. For example, female patients spent
$374.47 more on average than male patients and pateents have higher drug spending on
average than younger patients, i.e. 18-34. Howaenedhe total outpatient spending regression
model, only enrollees in the middle age group aepolhave a significant impact on spending.
These age groups are likely to decrease spendiagermage as their employers increasingly shift
cost to them. Some studies have suggested tHahghiost to the patients may lead to lower
medication adherence which could further intengigy disease, thus, resulting in higher demand
for inpatient services. However, the result frdme total inpatient spending model shows no
apparent implication of such relationship, whichildabe due to the fact that this is a short-term
analysis (2000-2001) focusing on chronically iltipats with diabetes whose medications are
considered as essential medications as discussetpsly. In the regression model for total
outpatient spending, whether a patient is a ferinala any income level living in the urban area
or not appears to have no significant impact oaltotitpatient expenditure. While in the total
inpatient spending model, whether a patient isnaafe from any age group and in any income
level appears to have no significant impact onl fofaatient expenditure.

5.1.3 Individual Services Out-of-Pocket Expenditure

In the models for out-of-pocket expenditure for leaervice, the main variable of
interest, changes in drug benefit plan, has afsignit effect on only drug and inpatient out-of-
pocket spending, not out-of-pocket spending fompatient services. However, the interaction
term indicates a significant effect on drug andoatient services out-of-pocket spending but not
on inpatient services out-of-pocket spending. @&&b#t and 5.5 display the parameter estimates

for all three response variables. | assume thathanges in drug benefit design were imposed
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by the employers to shift cost to the employeepaas of their cost cutting strategy. Therefore,
the estimate for the main variable of interestha tirug model show that patients undergoing
changes in their drug benefit design are now fagigld a higher cost so they are expected to
have higher out-of-pocket drug spending on avelgg®79.36 relative to the comparison group.
The effect of time on changes in plan shows thatoilt-of-pocket drug spending was associated
with an increase but by a smaller amount ($15.64)e outpatient model indicates that changes
in drug benefit plan conditional on time appearb® a significant predictor but the effect is
relatively small.

Although comorbidity score continues to be a sigatit predictor for inpatient and
outpatient out-of-pocket spending, not drug, itéedf on spending is small. Except for
outpatient, both drug and inpatient out-of-pockpéraling models show that out-of-pocket
spending increased but varied by geographic lacatidn the drug out-of-pocket spending,
female diabetics and middle age diabetics are \likel decrease their drug out-of-pocket
spending because they are faced with a higher forgarescription drugs, although the effect is
relatively small. As noted in the literature rewvjegiven that outlays for prescription drugs
account for a smaller fraction of income for therkwog-age insured than for the elderly or
uninsured, it is possible that this income factaves the elderly to be more price-sensitive.
However, elderly individuals may have a greaterautyihg preference for drug therapy because
they view prescription drugs as necessary and Jgeltbat fewer substitutes exist for drug
therapy, e.g., diet and lifestyle modifications ntewe less impact late in life, and thus, they
may become less price-sensitive. In the analysisub-of-pocket spending for outpatient

services, only gender and ages 45 and over haigmificant effect, whereby female patient are
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likely to increase out-of-pocket spending whileevlghatients are likely to reduce out-of-pocket

spending for outpatient services
5.2 Discussion and Conclusion

The main purpose of this empirical analysis is @nginsights into the health care
spending behavior of a chronically ill populatiolaghosed with diabetes by analyzing changes
in drug benefit design imposed by employers, alhgh considered. Without pinpointing a
particular aspect and doing a complex analysisd#tabase is allowed to speak for itself. The
observations made from the data are interestinghawveé notable findings. However, caution
should be taken when interpreting the results exdumposed the assumption that changes in
drug benefit plans are due to the action of theleyaps as part of their cost shifting strategy and
no other assumptions are made regarding to thddetahe pre-changed and post-changed drug
benefit plans. No special statistical tests weomdacted to make inferences about the
differences because the changes were fairly suitand obvious.

The analysis shows that changes in drug benefigunletecreased spending compared
with spending in a comparison group across a diveriety of benefit types and benefit
changes; conversely, decreasing copayment levetased the spending. For instance, total
health care spending for diabetes care in theveidion group decreased on average by
$1,532.32 relative to the comparison group durhng $tudy period from 2000 to 2001; at the
same time, drug out-of-pocket spending has incteaseaverage by $160.46 .

Previous studies on the relationship between imgerformularies or cost shifting or
greater cost-sharing and overall drug spending Ipav@uced various results (Hillman, Pauly et
al. 1999; Motheral and Fairman 2001; Joyce, Escared. 2002; Fairman, Motheral et al. 2003;

Gibson, McLaughlin et al. 2005; Gibson, Ozminkowskial. 2005). A study by Joyce and
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colleagues (2002) analyzed cross-sectional diffsgen prescription drug spending in a sample
of 25 firms with a variety of different pharmaceati benefit arrangements. They found that
enrollees in 3-tiered plans had lower total preggmn drug spending and that such plans shifted
cost from the insurer to the enrollee which is famto my findings. Unlike my study, they
included specific details about the plan types thuey estimate predicted spending in 2- or 3-tier
plans with substantially higher copayments (eg$20/or $10/$20/$30) to be more than 30%
less than spending in a 1-tier plan with a low gopent ($5). Moreover, they found that the
absolute amount of out-of-pocket spending did reot/\significantly according to benefit type,
but that the share of total spending to the pafi&reased; and, Joyce et al inferred changes in
spending, rather than followed changes in the @djmud, based on cross-sectional analyses.

Another related study by Motheral and Fairman (208damined effects of switching
from a 2-tier to a 3-tier benefit compared withaatcol population that did not switch benefits.
This is similar to my study where | have an intemi@n group with changes in drug benefit
designs and comparison group without changes iy drenefit design. They found a 7%
decrease in overall expenditures. Similarly, Gibaod colleagues (2005), using data from the
mid-990s, analyzed the effect of an increase imgomnts at a single firm compared with a
control firm and found that utilization decreasgdapproximately 10%, but seemed to moderate
with time.

The result in my study is therefore consistent vatidings from existing literature in
showing a symmetric result of decreased spendiagcasted with an increase in copayments,
thus, lending more weight to my findings. As poaisly discussed, there are potential risks to
the health of the patients with greater cost slgarii\ considerable number of studies have

suggested that incentive formularies are associaiéitl increased discontinuation rates and
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decreased consistency of use, which raises healthems, especially in the chronically ill

population whose medications are essential (Husk&@raperka et al. 2003; Landsman, Yu et al.
2005). However, the direction and overall magretud this effect are not clear. The prior
literature on substitution effects is mixed andeotktudies observed no change in generic fill
rates (Leibowitz, Manning et al. 1985; Motheral &adrman 2001).

This study is subject to several limitations. Fitshssumed that changes in drug benefit
design are imposed by the employers as a way @n tto shift cost to the employees, thus,
reducing the overall spending in the benefit pldnlevincreasing the employees’ out-of-pocket
spending for drug. | focused on individuals ag8dd 62 enrolled in large-employer sponsored
health insurance plans. Therefore, these resaysmot generalize to the elderly, the poor, or the
uninsured individuals. Second, my study was limiteda single year of follow-up after the
introduction of the new pharmacy benefit. Furthealgses are needed to address the long-run
effect and the dynamic relationship of health bes@ind patients’ health outcome in chronically
ill population, particularly diabetes. Third, thamalysis did not adjust for clustering within
employer group. That was because | was most ineetaa differences between comparison
groups, with no change in drug benefit designsnftbe intervention group with changes in drug

benefit designs.
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CHAPTERG6

SUMMARY OF STUDY AND FINDINGS

Both direct and indirect costs of the treatment arahagement of diabetes are known to
be sizable. According to a November, 2010 repeldgased, by UnitedHealth Group Inc, one of
the nation’s largest health insurers, it says thatill have a lot more health costs to pay in
coming years because of diabetes (UnitedHealth, Uiiéed States of Diabetes 2010). The
study predicted that the majority of Americans dooidve diabetes or pre-diabetes by 2020, at a
cost of $3.35 trillion to the health care systenerothe next 10 years. Also, it reported that
within 10 years, the disease will account for abauenth of total health care spending, at an
annual cost of $500 billion, up from an estimatel®45 billion this year. In the report,
UnitedHealth notably calls for more medication arete compliance programs, citing the
Diabetes Control Program it conducts with commuphgrmacists as an example.

Thus, economic issues are becoming more importanbnsider in today’s health care
environment. Studies at a detailed disease lewal as this study could provide useful guidance
to the optimal design of prescription drug insuebenefits because increasing cost sharing to
the patients is not always a benign instrument,arones, it may come at a price. Although the
empirical findings are not consistent in the cuti@erature, some studies indicated that higher
levels of cost sharing are associated with treatrdesmuption for chronically ill patients who
depend on a regular regimen of prescription drugsreover, higher levels of cost sharing can
have significant effects on the use of essentiaica¢ions, the outcomes of care, and the process

of care.
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6.1 Study Design and Organization of the Analysis

This study uses a retrospective research desigm etiservational historical data. In
order to ensure precision and reduce the potdotiddeterogeneity, it uses only specific group of
patients with a specific condition. The subjecats adividuals enrolled in large employer-
sponsored health insurance plans ages 18 to 62uwet® diagnosed with diabetes from 2000 to
2001. Specifically, this study seeks to measueeagsociation between changes in drug benefit
design and health care spending in a populatiogndsed with diabetes. The effect of changes
in drug benefit design is found as a consequencamgfioyers cost shifting strategy on health
care expenditures.

The analysis of this study relies on the assumphahchanges in spending are caused by
changes in the drug benefit plan resulting from dbhon of employers as they seek different
ways to cut cost. Although there are no detailsviglexd regarding the different drug benefit
types, this study provides a general sense of Hufting cost to employees by raising the
copayment levels could have a significant impacthenoverall spending in the insurance plans
and on the patients even in a chronically ill papoh in the short-term, i.e. one year. Also, this
study has shed some light on drug benefit desiga psedictor of drug spending and overall
expenditure to the employers and insurers evenhimonically ill patients who depend on a

regular regimen of prescription drugs.
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6.2 Major Findings

All estimated costs are in 2001 dollars and cestsasured by expenditure or spending in
the plans and patients, are all related to diabe#¢s, management or treatment. Growth of
expenditures by changes in drug benefit designaestimated for the intervention group relative
to the comparison group who did not have changabdagplan. The average follow-up year
incremental out-of-pocket spending for drug follagiithe changes in drug benefit design for an
individual in the intervention group was $15.64. heToverall effect on total healthcare
expenditure was a reduction of $1,532.32 on avenaghe intervention group relative to the
comparison group.

The findings suggest that the decrease in totdttheare expenditure borne mostly by
the employers and insurers is explained by chamgdeug benefit plan design during the study
period from 2000 to 2001. Thus, higher levelsastsharing transfer a large financial burden to
the patient. All things considered, if all changesealthcare spending are broadly defined as
changes in drug benefit design imposed by the eyemo then such changes are effective in
managing the demand side of healthcare cost evewchmonically ill population who depends on
regular drug therapy. However, these findingseraisncern that cost shifting could lead to
adverse health consequences, especially for clabnidl population, although existing
literatures are inconclusive regarding to thiséssu

There are several limitations in this dissertatidine major limitation of this study is the
study population. Since the sample was drawn femmnsured working-age population, the
findings are not necessarily generalizable to offmgulations such as the poor or the elderly or
the uninsured. Another limitation is that it does include detail information on types of drug

benefit design, which could affect the size of #séimates. Last but not least, this dissertation
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does not address the health effect of a costishiftom employers to employees, although other
studies have demonstrated adverse outcomes assbaidh a change in cost sharing (Tamblyn

et al. 2001).
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CHAPTER 7

CONCLUSION

This study is an attempt to measure the effechahges in drug benefit design on health
care spending in a population diagnosed with degbit the United States. This is an important
area of research for both economics reasons arth lsesicomes for the nation, especially with
the projected number of Americans expecting to lthabetes or pre-diabetes in the next decade.
In this analysis, disease specific health carescast calculated as the marginal price resulting
from changes in drug benefit design. Within itsnolinitations, this study makes important
contributions to this field of knowledge. The finds indicated that changes in drug benefits
have shifted a larger financial burden of pharmaasts onto patients. The conclusions from this
study are drawn only from the information of a specsegment of the general population.
Diabetes is a major condition affecting all agegome levels, races/ethnic groups, males or
females, and geographical locations. In othempit is indiscriminate in its effect, thus, itsha
been given a high focus in care and management.

Over the years, insurer and employers have expldi#erent aspect of insurance to
induce people to behavior in a certain manner asgme certain amount or type of care. As
shown by the findings from the RAND study, when gedave to pay for more of their care out
of their own pockets, they use fewer medical sewiand that type of services matters. For
instance, demand for inpatient and outpatient wa®the least elastic, whereas use of dental and
mental health services was most responsive to @samy copayment. More studies are
indicating that demand for prescription drugs &sét as well. Beneficiaries have responded by
reducing their use of drugs, but their responsesewasubstantially among the top-selling

therapeutic classes.
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These findings raise concern that copayment ineeeasuld lead to adverse health
consequences because of the large price effedisastfor individuals with chronic conditions
such as diabetes. A significant decrease in health expenditure in diabetes care may or may
not be worth it for the increased risk of patiefaiegoing drug therapy, hence, intensifying the
conditions to the point of increased use of inpatservices, which could be more costly down
the road for all parties involved. These resuksinitely make benefit design an important
public health tool for improving the health of tlp®pulation. However, to use this tool
effectively, public and private plans must educptdients appropriately to become more
sensitive to the cost of treatment without encomgthem to forego cost-effective care.

7.1 Direction for Future Research

Although cost sharing was originally intended telcinsurance-related overuse, a “one-
size fits all” approach could exacerbate the healtttomes of many patients, particularly those
who are chronically ill and depend on regular reginof prescription drugs. Many employers
and insurers are turning to prescription drug isdring as an effective means to control
prescription drug costs among employer-based ablichufunded health plans. However, there
is growing evidence from existing literature on theintended effects on the process and
outcomes of therapy resulting from cost sharingast shifting. Further research is warranted to
understand the full effects on costs of increasady ccopayments by examining medical
spending as well as describing more completelypthtential impacts on health, particularly in
the chronically ill population, i.e. diabetes. $heunintended consequences call to question the
equity and fairness of such strategy—cost sharingost shifting. Therefore, the key question

that employers, insurers, health policy makers atents must address is whether the current
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cost sharing practice is the optimal strategy tohaalthcare cost, or it needs to be modified to

balance between reducing healthcare cost and theended consequences.
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Appendix

Table 2.1 Classes and Actions of Medications

Class Generic Name Brand Comments How
Name
Sulfonylureas ChlorpropamideDiabinese Use with caution in the| With meal
elderly. May cause lows
first-generation
Tolazamide Tolinase May cause lows With meal
first-generation
Glyburide Micronase | Take 1to 2times aday. Witdah
second- Diabeta May cause lows
generation Glynase
Pres Tab
Glipizide Glucotrol Take 2 times aday or | 30
once with (XL).May minutes
cause lows before a
second- Glucotrol
meal
XL
generation
Glimepiride Amaryl Take 1 time a day. May With meal
: i cause lows
third-generation
Biguanides Metformin GlucophageNot used with congestiveWith meal
heart, renal or liver
problems. Check
creatinine clearance if
over 65 years of age.
Alpha-Glucosidase Acarbose Precose May have side effects iWwith first
the gastrointestinal bite of
food
Miglitol Glyset tract.
Thiazolidinediones Rosiglitazone Avandia May reduce effectivene3ake at
of birth control pills. same time
Pioglitazone Actos Check liver enzymes aseach day
directed.
Meglitinides Repaglinide Prandin Take with each Imea | Before
May cause lows meals

Source: Diabetesnet.com Diabetes Medications.il@bha from
http://www.diabetesnet.com/about-diabetes/diabetedications
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Table 3.4 Elixhauser Comorbidity Measures

Definitions of Comorbidities

ICD9 CM Diagnsestodes

V28 DRGs

1. Congestive Heart Failure

398.91, 402.01, 402.11, 402.91,
404.01, 404.03. 404.11, 40413,
404.91, 404.93, 428.0-428.9

Cardiac: 001-002, 215-238, 242-251, 253-
254, 258-262, 265, 280-293, 296-298, 302-
303, 306-313

2. Valvular disease

093.20-093.24, 394.0-397.1, 397.9,
424.0-424.99, 746.3-746.6, V42.2,
V43.4

Cardiac: 001-002, 215-238, 242-251, 253-
254, 258-262, 265, 280-293, 296-298, 302-
303, 306-313

3. Pulmonary Circulation disorders

415.11-415.19, 416.0-416.9, 417.9

Cardiac: 001-002, 215-238, 242-251, 253-
254, 258-262, 265, 280-293, 296-298, 302-
303, 306-313 or COPD asthma 190-192,
202-203

4. Peripheral vascular disease

440-440.9, 441.00-441.9, 442.0-442.9,
443.1-443.9, 444.21-444.22, 447 1,449,
557.1, 557.9, V43.5

Peripheral vascular: 299-301

5. Hypertension (combine
uncomplicated and complicated)

Hypertension, uncomplicated: 401.1,
401.9, 642.00-642.04

Hypertension: 077-079, 304-305

Hypertension, complicated: 401.0,
402.00-405.99, 437.2, 642.10-642.24,
642.70-642.94

Cardiac: 001-002, 215-238, 242-251, 253-
254, 258-262, 280-293, 296-298, 302-303,
306-313 or Renal: 652, 656-661, 673-675,
682-700 or Hypertension: 077-079. 304-305

6. Paralysis

342.0-344.9, 438.20-438.53, 780.72

Cerebrovascular: 020-022, 034-038, 064-072

7. Other neurological disorders

330.1-331.9, 332.0, 333.5, 333.5,
333.71-333.79, 333.85, 333.94, 334.0-
335.9, 338.0, 340. 341.1-341.9, 345.00-
345.11, 345.2-345.3, 345.40-345.91,
347.00-347.01, 347.10-347.11, 649.40-
649.44,768.7, 768.70, 768.71, 768.72,
768.73,780.3, 780.31, 780.32, 780.39,
780.97, 784.3

MNervous system: 020-042, 052-103

Changes from 3.5 to 3.6

Added 780.33

8. Chronic pulmonary disease

490-492.8, 493.00-493.92, 494-494.1,
495.0-505, 506.4,

CCOPD asthma: 190-192, 202-203

9. Diabetes without chronic
complications

249.00-249.31 250.00-250.33, 648.00-
648.04

Diabetes: 637-639

10. Diabetes with chronic
complications

249.40-249.91 250.40-250.93, 775.1

11. Hypothyroidism

243-244.2, 244.8, 2449

Thyroid endocrine: 625-627, 643-645

12. Renal failure

403.01, 403.11, 403.91, 404.02,
404.03, 404.12, 404.13, 404.92,
404.93, 585.3, 585.4, 585.5, 585.6,
585.9, 586, V42.0, V45.1, V45.11,
V45.12,

V56.0-V56.32, V56.8

Kidney transplant, Renal failure/dialysis: 652,
682-685

13. Liver disease

070.22, 070.23, 070.33, 070.44,
070.54, 456.0, 456.1, 456.20, 456.21,
571.0, 571.2, 571.3, 571.40-571.49,
571.5,571.6, 571.8,571.9, 572.3,
572.8, v42.7

Liver: 420-425, 432-434, 441-446

14. Chronic Peptic ulcer disease 531.41, 531.51, 531.61, 531.70, Gl Hemorrhage or ulcer: 377-384
(includes bleeding only if obstruction | 531.71, 531.91, 532.41, 532.51,
is also present) 532.61, 532.70, 532.71, 532.91,
533.51, 533.51, 533.61, 533.70,
533.71, 533.91, 534.41, 534.51,
534.61, 534.70, 534.71, 534.91
15. HIV and AIDS (Acquired 042-044.9 HIV: 969-970, 974-977

immune deficiency syndrome)

16. Lymphoma

200.00-202.38, 202.50-203.01, 203.02-
203.82, 203.8-203.81, 238.6, 273.4

Leukemia/lymphoma: 820-830, 834-849

17. Metastatic cancer

196.0-199.1, 789.51, 209.70, 209.71,
209.72, 209.73, 209.74, 209.75,
209.79, 789.51

Cancer, Lymphoma: 054, 055, 146-148, 180-
182, 374-376, 435-437, 542-544, 582-583,
597-599, 656-658, 686-688, 715-716, 722-
724, 736-741, 754-756, 826-830, 843-849

18. Solid tumor without metastasis

140.0-172.9, 174.0-175.9, 179-195.8,
209.00-209.24, 209.25-209.3, 209.31,

Cancer, Lymphoma:
054, 055, 146-148, 180-182, 374-376, 435-
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ICD9 CM Diagnsstodes

V28 DRGs

209.32, 209.33, 209.34, 209.35,
209.36, 258.01-258.03

437, 542-544, 582-583, 597-599, 656-658,
686-688, 715-716, 722-724, 736-741, 754-
756, 826-830, 843-849

19. Rheumatoid arthritis/collagen
vascular
diseases

701.0. 710.0-710.9, 714.0-714.9, 720.0-
720.9, 725

Connective tissue: 545-547

20. Coagulation deficiency

286.0-286.9, 287.1, 287.3-287.5,
289.84, 649.30-649.34

Coagulation disorders: 813

21. Obesity 278.0, 278.00, 278.01, 649.10-649.14,
793.91, V85.30-V85.4, V85.54
Changes from 3.5 to 3.6 Added 278.03, V85.41-85.45

22. Weight loss

260-263.9, 783.21, 783.22

Nutrition/metabolic: 640-641

23. Fluid and electrolyte disorders

276.0-276.9

Nutrition/metabolic: 640-641

24. Blood loss anemia

280.0, 648.20-648.24

Anemia: 808-812

25. Deficiency anemias

280.1-280.9, 285.21-285.29, 285.9

Anemia: 808-812

26. Alcohol abuse

291.0-291.3, 291.5, 291.8, 291.81,
281.82,291.89, 291.9, 303.00-303.93,
305.00-305.03

Alcohol or drug: 894-897

27. Drug abuse

292.0, 292.82-292.89, 292.9, 304.00-
304.93, 305.20-305.93, 648.30-648.34

Alcohol or drug: 894-897

28. Psychoses

295.00-298.9. 299.10, 299.11

Psychoses: 885

29. Depression

300.4, 301.12, 309.00, 309.1, 311

Depressive neurosis: 881

Comments: The following DRGs
had been deleted prior to 2007 and
renumbered to a different DRG; they
did not have a corresponding V25
MSDRG value, but the renumbered
DRGs were included in the 2007
update and has been represented
by the equivalent v25 MSDRGs:
004-005, 020, 024-025, 107, 108,
112, 115,-116, 298, 363, 400, 414,
434-437, 514, 516-517, 522, 526-
527

The original table appeared in the paper by Eliseaet al (1998). This table has been updated

to reflect the ICD-9-CM and DRG/MS-DRG updatesha software.

Source: Healthcare Cost and Utilization Project (HR].
http://www.hcup-us.ahrqg.gov/toolssoftware/comontyitiomorbidity.jsp
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Table 3.6 Annual total Expenditures on Pharmacalt@@utpatient Services and Inpatient
Services, By Selected Characteristics of Patieitts Diabetes

Intervention Comparison
Group Group
N=2,447 N=810
Per sonal Pre- Post- Pre- Post-
Characteristics Change Change Change Change
Expenditure (Mean (SD)) $
Total Healthcare 4456.34 4827.03  4220.47 6573.15
(6345.07) (6451.19) (4011.81) (11039.91)
Total Rx 2937.34 3234.34  3187.62 3694.41
(2943.91) (3090.43) (3101.99) (3584.14)
Total Inpatient 655.34 771.90 172.38 1559.45
(4512.11) (4740.55) (91344.60) (9108.52)
Total Outpatient 864.78 821.91 860.47 1319.29
(2143.31) (1683.41) (1551.70) (2024.89)
Total Out-of-Pocket 201.80 227.05 106.51 114.97
(241.11) (243.57)  (139.96) (139.97)

Age (No. (%))

18-34 244 115
(9.97) (14.20)

35-44 495 124
(20.23) (15.31)

45-54 871 392
(35.59) (4840)

55-62 837 179
(34.21) (22.10)

Sex

Male 1387 477
(56.68) (58.89)

Female 1060 333

(43.32) (41.12)



65

Plan Type
Comprehensive 133 126 810 810
(5.44) (5.14) (200.00) (100.00)
HMO 121 121
(4.94) (494)
PPO 290 290
(11.85) (11.84)
POS 515 515
(21.05) (21.02)
POS Capitated 1388 1398
(56.72) (57.06)
Comorbidity Score (M ean (SD)) 1.56 1.21 0.07 0.15
(4.27) (3.38) (0.52) (0.68)
Region
Northeast 637 1
(26.03) (0.12)
North Central 639 805
(26.11) (99.38)
South 960 3
(39.23) (0.37)
West 211 1
(8.62) (0.12)
Residence
Urban 2412 786
(98.57) (97.04)
Rural 35 24
(1.43) (2.96)
Income (M ean(SD)) 30872.22 29223.99
(7507.22) (7950.03)

Abbreviations: HMO, health maintenance organizatl@s, point of service; PPO, preferred
provider organization. *The sample consists dBpatients with diabetes (based on
pharmaceutical claims) enrolled in drug plans. Ragafrom the 2000 and 2001 Market Scan
Research Database (MEDSTAT, Ann Arbor, Ml).
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Table5.1 This is theFull Regression Model:

Total Healthcare and Total Out-of-Pocket (OOP) Expenditure

Explanatory Log Total ME ($) Total Log Total OOP ME ($) Total
Variables Healthcare Healthcare Expenditure (DV) OOP Expenditure
Expenditure (DV) Expenditure
Plan 0.02 99.71 0.62 96.67"
(0.07) (303.50) (0.06) (8.05)
Year 0.43" 2022.91" 0.07 12.63
(0.05) (242.81) (0.04) (7.61)
Plan*Year -0.34 -1532.37" 0.06 11.69
(0.05) (245.18) (0.05) (8.82)
Female 0.13 627.00" 0.04 7.36
(0.04) (184.88) (0.03) (6.10)
Age (35-44) 0.36 1865.53" -0.08 -13.84
(0.08) (466.57) (0.06) (10.30)
Age (45-54) 0.35 1713.66 -0.18 -31.06"
(0.06) (307.51) (0.05) (9.35)
Age (55-62) 0.49 2547.07 -0.217 -36.91"
(0.06) (353.32) (0.05) (9.11)
Income 0.00 0.00 0.00 0.00
(0.00) (0.01) (0.00) (0.00)
Urban 0.13 559.07 0.07 11.61
(0.09) (354.83) (0.16) (26.52)
Comorbidity 0.04" 177.75" 0.03" 4.93"
(0.00) (19.81) (0.00) (0.75)
North Central 0.04 200.57 0.09 16.62
(0.07) (324.93) (0.05) (9.00)
South -0.12 -556.36 0.03 4.85
(0.05) (243.43) (0.05) (8.33)
West -0.00 -8.70 0.36 74.81"
(0.09) (436.63) (0.08) (20.78)
_cons 7.76 4.45"
(0.15) (0.19)
N=3257

Note: Dependent variable (DV)narginal effects (ME); Standard errors (SE) in parentheses;atggory
reference (18-34); region category reference (northeagtx 0.05,” p< 0.01,” p < 0.001
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Table5.2 This is theModé for Individual Service Expenditure:
Pharmaceutical Services and | npatient Services

Explanatory Log ME ($) Log Inpatient  ME ($) Inpatient
Variable Pharmaceutical Pharmaceutical Services (DV) Services
Services (DV) Services
Plan -0.10 -311.24 1.41 545.24"
(0.05) (175.64) (0.35) (117.69)
Year 0.15" 475.78" 2.24" 1396.56
(0.02) (56.61) (0.30) (270.54)
Plan*Year -0.05 -160.46 -2.07" -969.64"
(0.02) (63.86) (0.34) (184.35)
Female 0.17 374.47" 0.18 93.02
(0.03) (102.32) (0.17) (86.71)
Age (35-44) 0.47 1672.16 0.42 243.42
(0.06) (263.78) (0.30) (201.21)
Age (45-54) 0.63 2135.61" -0.01 -6.90
(0.05) (190.43) (0.25) (128.65)
Age (55-62) 0.76 2773.08" 0.46 259.31
(0.05) (226.29) (0.27) (167.73)
Income -0.00 -0.00 0.00 0.01
(0.00) (0.01) (0.00) (0.01)
Urban -0.00 -3.89 1.13 352.00
(0.09) (268.25) (0.64) (114.14)
Comorbidity o.0I" 22.15" 0.21" 107.74"
(0.00) (6.37) (0.01) (9.79)
North Central -0.02 -50.63 0.26 134.03
(0.06) (173.76) (0.28) (150.16)
South -0.08 -238.29 -0.55 -251.71
(0.04) (130.41) (0.25) (108.15)
West -0.09 -252.79 0.26 151.16
(0.07) (191.66) (0.39) (252.54)
_cons 7.48 2.80"
(0.14) (0.82)
N=3257

Note: Dependent variable (DV); marginal effects (ME); Standani®(SE) in parentheses; age category

reference (18-34); region category reference (northeagty 0.05,” p<0.01,” p < 0.001
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Table5.3 This is theModé for Individual Service Expenditure:
Outpatient Services

Explanatory Log Outpatient ME ($) Outpatient

Variable Services (DV) Services
Plan -0.00 -2.74
(0.10) (86.08)
Year 0.43" 373.69"
(0.06) (57.39)
Plan*Year -0.45" -364.417
(0.08) (64.99)
Female 0.09 74.88
(0.06) (52.11)
Age (35-44) -0.07 -62.59
(0.09) (74.22)
Age (45-54) -0.30 -249.77"
(0.09) (72.41)
Age (55-62) -0.30 -243.97”
(0.09) (68.91)
Income -0.00 -0.00
(0.00) (0.00)
Urban 0.08 63.66
(0.20) (158.46)
Comorbidity 0.05 46.28"
(0.01) (8.27)
North Central 0.18 156.82
(0.09) (82.90)
South 0.08 73.98
(0.10) (86.23)
West -0.01 -10.31
(0.14) (114.57)
_cons 6.73
(0.26)
N=3257

Note: Dependent variable (DV); marginal effects (ME); Standamd®(SE) in parentheses; age category
reference (18-34); region category reference (northeagty 0.05,” p<0.01,” p < 0.001
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Table5.4 This is theModéel for Out-of-Pocket (OOP) Expenditures:
Pharmaceutical Services and | npatient Services

Explanatory Log OOP ME ($) OOP Log OOP ME ($) OOP
Variable Pharmaceutical Pharmaceutical Inpatient Services Inpatient Services
Services (DV) Services (DV)
Plan 1.38 79.36" 1.95° 11.237
(0.04) (2.07) (0.27) (1.99)
Year 0.05 3.47 0.18 1.45
(0.02) (1.46) (0.17) (1.38)
Plan*Year 0.20° 15.64" 0.23 1.89
(0.02) (1.84) (0.28) (2.33)
Female -0.06 -4.67 0.05 0.42
(0.02) (1.78) (0.19) (1.57)
Age (35-44) -0.07 -5.40 0.01 0.04
(0.04) (3.20) (0.38) (3.05)
Age (45-54) -0.09 -7.00 0.13 1.07
(0.04) (2.90) (0.35) (2.88)
Age (55-62) -0.19 -14.19” 0.23 1.98
(0.04) (2.82) (0.36) (3.18)
Income 0.00° 0.00” 0.00 0.00
(0.00) (0.00) (0.00) (0.00)
Urban 0.18 12.67 -0.04 -0.32
(0.08) (5.25) (0.56) (4.68)
Comorbidity -0.00 -0.15 0.24 1.90"
(0.00) (0.21) (0.01) (0.19)
North Central 0.04 3.39 0.30 2.44
(0.04) (2.83) (0.34) (2.92)
South 0.07 5.78 0.41 3.64
(0.03) (2.60) (0.34) (3.30)
West 0.14 10.98" 1.76" 34.52
(0.05) (4.18) (0.44) (17.52)
_cons 2.97 -1.09
(0.10) (0.88)
N=3257

Note: Dependent variable (DV); marginal effects (ME); Standani®(SE) in parentheses; age category
reference (18-34); region category reference (northeagt 0.05,” p<0.01,” p < 0.001
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Table5.5 This is theModéel for Out-of-Pocket (OOP) Expenditures:

Outpatient Services
Explanatory Log OOP ME ($) OOP
Variable Outpatient Services Outpatient Services
(DV)
Plan 0.10 8.15
(0.09) (6.70)
Year 0.08 6.33
(0.05) (4.46)
Plan*Year -0.14 -11.48
(0.06) (5.07)
Female 0.12 9.77
(0.05) (4.06)
Age (35-44) -0.10 -7.83
(0.10) (7.38)
Age (45-54) -0.26 -21.03
(0.08) (6.55)
Age (55-62) -0.28 -21.65"
(0.09) (6.41)
Income -0.00 -0.00
(0.00) (0.00)
Urban 0.03 2.40
(0.20) (15.60)
Comorbidity 0.04 3.17"
(0.00) (0.35)
North Central 0.09 7.54
(0.08) (6.62)
South -0.10 -8.38
(0.07) (5.63)
West 0.17 15.47
(0.11) (10.48)
_cons 4.4%
(0.24)

N=3257
Note: Dependent variable (DV); marginal effects (ME); Standamd®(SE) in parentheses; age category
reference (18-34); region category reference (northeagt 0.05,” p<0.01,” p < 0.001



Table 5.6 Variable Summary

71

Variable Name

Response Variable

Total Healthcare Expenditure

Total Out-of-pocket Expenditure

Pharmaceutical Service Expenditure

Inpatient Service Expenditure

Outpatient Service Expenditure

Variable Definition

Sum of employer and patient’s payment for
drug, inpatient and outpatient services

Sum of patient’s copay and deductible for
drug, inpatient and outpatient services

Sum of employer & patient’s payment for
pharmaceutical services

Sum of employer & patient’s payment for
inpatient services

Sum of employer & patient’s payment for
outpatient services

Patient’s copay and deductible for

Out-of-pocket Pharmaceutical Expenditure pharmaceutical services

Out-of-pocket Inpatient Expenditure

Out-of-pocket Outpatient Expenditure

Explanatory Variables

Plan
Gender
Agel
Agel
Age2
Age3

Income

Patient’s copay and deductible for inpatient
services

Patient’s copay and deductible for outpatient
services

Indicator for change in drug benefit plan
(1=intervention group; O=comparison group)

Male =0 Female =1
18-34
35-44
45-55
55-64

Indicator for income (continuous variable



Urban

Region0
Regionl
Region2

Region3

Comorbidity Score
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Rural =0 Urban=1
Northeast Region

North Central Region
South Region

West Region

Elixhauser comorbidity score used in the
regression model to control for comorbid
effect

* indicates that it was used as the reference gnotipe regression model.
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ABSTRACT

THE EFFECT OF CHANGESIN DRUG BENEFIT DESIGN AMONG INDIVIDUALS
WITH DIABETESIN LARGE EMPLOYER-SPONSORED INSURANCE PLANS

by
NINEE SHOUA YANG
August 2011
Advisor: Dr. Allen C. Goodman
Major: Economics
Degree: Doctor of Philosophy

With spending for prescription drugs rising so dhpi employers and insurers are
seeking different cost-cutting strategies to stém tide. Given that prescription drugs have
become an indispensable means to treat and mahem@cilinesses, the issues of affordability
and trade-offs between medications and other health services are important for chronically
il patients, particularly for patients with dialbstwho typically have more than one comorbidity
that require drug therapy, and their health instegplans. In this dissertation, | analyze the
effect of prescription drug cost-shifting via chargin drug benefit design on healthcare
expenditure among individuals with diabetes; | takke account the comorbid effect of diabetes
for the age population ranging from 18 to 62.

Study design, data and organization of thereport:

This study uses a retrospective research desigpnolservational historical data from the
MarketScan Research Database from 2000 to 200% sitibjects are individuals enrolled in
large employer-sponsored health insurance plandg d4@eto 62 who were diagnosed with
diabetes from 2000 to 2001. The analysis of thidysrelies on the assumption that changes in

spending are caused by changes in the drug bgafitresulting from the action of employers
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as they seek different ways to cut cost. Regraassing GEE estimation technique was used for
the analysis.
Major findings and conclusions:

The overall effect on total healthcare expenditmas a decrease of $1,532.32 on average
in the intervention group relative to the compamisgroup. The average follow-up year
incremental out-of-pocket spending for drug follagiithe changes in drug benefit design for an
individual in the intervention group was $15.64ha@iges in benefit plan design continue to be a
significant predictor for drug spending only. Sfieally, relative to the comparison group’s
drug spending, the intervention group is more likeldecrease spending on average by $160.45
for drug services. To a certain extent, geograpdgon appears to be a significant predictor for
inpatient (i.e. south) but not for drug spendingd aoutpatient services spending. The
comorbidity score is a significant predictor focieased spending in all three services and total
healthcare expenditure and total out-of-pocket edjtere below 1% level. In the models for
out-of-pocket expenditure for each service, the glaange conditional on time has a significant
effect on only drug and outpatient services oupatket spending, not on inpatient services.

The findings suggest that the decrease in totdttheare expenditure borne mostly by
the employers and insurers is explained by chamgdeug benefit plan design during the study
period from 2000 to 2001. Thus, higher levelsadtsharing transfer a large financial burden to
the patient. All things considered, if all changesealthcare spending are broadly defined as
changes in drug benefit design imposed by the eyemo then such changes are effective in
managing the demand side of healthcare cost evewhmonically ill population who depends on

regular drug therapy.
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