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Chapter 1 – Introduction

The ability of a network to provide efficient networking services in terms of

supporting diverging requirements such as the application-specified QoS and fair

network resource usage, while dynamically adapting to the problems in the network

is a very challenging and difficult issue. This problem becomes even more exacting

when the devices forming such a collaborative network are heterogeneous and are

crucially constrained in energy, computational, and communication capabilities.

The unpredictability of the wireless communication media adds a third dimension

to this challenge. In addition, the vision of having unattended and un-tethered

network operation makes it even more complicated to provide even basic network

activities like network discovery, network organization, routing, event monitoring,

data aggregation, and network management.

An example of such a network is an ad hoc deployed wireless sensor network

(WSN) that is envisioned to provide target sensing, data collection, information

manipulation, and dissemination in a single, distributed, and integrated networked

paradigm. Wireless sensor networks (WSNs) are made possible by the continuing

improvements in embedded sensor, VLSI, and wireless radio technologies. WSNs

have many possible applications in the scientific, medical, commercial, and military

domains. Examples of these applications include environmental monitoring, smart

homes and offices, surveillance, intelligent transportation systems, and many others.

Figure 1.1(a) shows a wireless sensor node that is crucially resource constrained

to single-handedly provide an accurate and detailed sampling of the in-situ environ-
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ment. WSNs therefore pursue high sensing redundancy by deploying a large number

of sensors. For scalability concerns, such a large network is queried in an ad hoc

fashion by a remote base station for any interesting events. Neighboring sensors

that perceive change in physical readings around their area of coverage collaborate

with each other to reach a consensus in order to accept genuine events and discard

any spurious events. These readings are aggregated, compressed, and relayed multi-

hop by sensors en-route to a data collection point (or a sink) and then eventually

to a remote base station. Scalability concerns again dictate distributed protocol

solutions for providing these in-network services in a localized and resource-efficient

manner. Figure 1.1(b) highlights this fundamental sensor network communication

paradigm.

Base station
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(b)


Battery

Sensors


Memory
 Embedded

Processor


Transceiver


Limited Lifetime


8
-
bit, 10 MHz

Slow Computations


1Kbps 
 -
1Mbps, 

3
-
100 Meters,


Lossy Transmissions

128KB
 -
1MB


Limited Storage


66% of Total Cost

Requires Supervision


Battery
Battery

Sensors
Sensors


Memory
Memory
 Embedded

Processor

Embedded

Processor


Transceiver
Transceiver


Limited Lifetime
Limited Lifetime


8
-
bit, 10 MHz

Slow Computations


1Kbps 
 -
1Mbps, 

3
-
100 Meters,


Lossy Transmissions


1Kbps 
 -
1Mbps, 

3
-
100 Meters,


Lossy Transmissions

128KB
 -
1MB


Limited Storage

128KB
 -
1MB


Limited Storage


66% of Total Cost

Requires Supervision


66% of Total Cost

Requires Supervision


(a)


Figure 1.1: (a) Resource constrained sensor node and (b) Sensor network commu-
nication model.

One of the crucial design challenges in wireless sensor networks is energy effi-

ciency. This is because individual sensor nodes use a small battery as a power source

and re-charging or replacing batteries in a remote environment is not feasible. Thus,

to achieve a longer network lifetime, one has to tackle energy efficiency at all levels
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of the sensor network infrastructure. Since the wireless radio is the primary energy

consumer in a sensor node, systematic management of network communications

becomes critical.

With the need to dynamically sense, monitor, and track multiple events or a sin-

gle event appearing randomly at different places in the sensor network, it becomes

necessary for several network services such as target detection and tracking, data

gathering, forwarding and routing sensing data to a data sink to simultaneously

compete for network resources. This calls for resource arbitration among services

which itself needs to be complemented by imperative inter-resource communications

among nodes, thus resulting in further degradation in application QoS by way of

increasing latency and decreasing network lifetime. Thus, distributed resource man-

agement is a complicated multi-dimensional problem. It needs to be collaboratively

and adaptively tackled across multiple services and nodes to support collective ar-

bitration of the use of local and remote resources. It also needs to identify protocol

scenarios where it can meet application-desired QoS and implement these solutions

efficiently. Similarly, in scenarios where desired requirements are mutually exclusive

and cannot be met, it should identify performance tradeoffs and implement these

as protocol contingencies.

In this dissertation, we propose a unified role based abstraction framework that

provides a common platform for protocols to coherently resolve important services

versus resources issues in terms of an adaptive organization and scheduling of net-

work resources. Our framework models application entities as roles and network

dynamics as changes in node capabilities. In other words, application services are

mapped as network roles played by local sensors with node resources used as rules

for role identification. The unified role-based abstraction framework thus logically
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unifies both the tasks and the resources needed to execute these tasks as roles and

rules, respectively.

In distributed systems, network services are usually executed by a collection of

tasks operating over a set of resources locally provisioned around a certain k-hops

vicinity. We abstract the basic tasks and their principal resource requirements in

terms of elementary roles such as idler, sensor, cacher, processor, and transmitter,

which in turn correspond to the use of no resources, sensing, memory, and the ra-

dio transceiver resources, respectively. These roles, though abstract and implicit,

expose role-specific resource controls for load balancing by way of role assignment

and scheduling. This natural service to role mapping allows existing protocol so-

lutions to meet differing application requirements in terms of agreeable tradeoffs

or performance thresholds (if possible) without loss of generality. To the best of

our knowledge, a generic role-based framework that provides a simple and unified

network management solution has not been proposed previously.

The role-based abstraction framework revolves around the concept of nodes

assuming roles depending upon available resources to collaboratively provide ap-

plication services. For WSNs, the requirement of services basically stems from the

events being sensed locally by the sensors. One potential ramification of such a

requirement is that although the use of sensing resources is mostly pre-allocated at

the site of an event, the use of other resources such as processing and storage can

be offloaded to a later hop. This use of distant resources in a distributed fashion

gives rise to additional communication overhead. The role-abstraction framework

is extensible and supports composition of simpler roles into more complex user-

defined roles to enable a specific protocol solution of a certain service requirement.

In this dissertation, we consider an event monitoring service to be expressed in
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terms of user-defined complex roles consisting of a region of sensing collaborators

that are managed by a sensing coordinator ; router roles organized as a group of

neighboring relays who forward information from these coordinators to a remote

base station. We develop adaptive and energy-efficient role-assignment protocols for

mapping such data-aggregation solutions to a set of resource-constrained wireless

sensor nodes forming a network.

This chapter highlights the fundamental concepts of hierarchy, approximation,

aggregation, and redundancy that are used to deal with complexities across large-

scale distributed systems. These concepts form the basis of our proposed role-

based framework. The use of a layered protocol stack for an embedded resource-

constrained communication system, though useful, has limitations in terms of the

interfaces it exposes to other layers. Chapter 1 emphasizes these limitations where

different protocols request diverging optimizations across layers. A cross-layer ap-

proach is thus warranted. Alternatively, a need for protocols to be made available

as independent and open entities is identified as the best approach.

The chapter then delves into the importance of the most basic requirement of

any network and that is the architectural organization of its communicating entities

or nodes. This analysis leads to the realization that a network organization is so

fundamental that any specific architectural imposition limits the communication

flexibility of nodes collaborating to execute various application services. We per-

ceive network organization as the partitioning of nodes into groups that allows the

network to meet two important network benefits of protocol scalability and local-

ization. From the network layer, we move to our proposed unified role framework

where we decompose services into tasks and assign these as roles to nodes in the

network. We then come full circle where we realize that the arrangement of roles
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and the communication pattern among them determines the network organization.

Similarly, a specific network organization allows only a specific assignment of roles

in that architecture for any service.

We provide a detailed introduction to wireless sensor networks (WSNs), their

objectives, the technology enablers of such a system, and the constraints and chal-

lenges posed by various applications. We give an extreme example of a chemical

spill in an industrial facility manned with different types of sensors that detect fire,

storage of chemicals, and the health of its workers. We will explore how sensors in

the facility acquire roles in the network to support multiple mission-critical appli-

cations desiring various services at different QoS levels. Finally, we discuss in brief

our research contributions, motivations, and the organization of this dissertation.

1.1 Wireless Sensor Networks

1.1.1 Technological drivers

As technologies in hardware integration such as VLSI (Very Large Scale Inte-

gration), MEMS (Micro-Electro-Mechanical Systems), and low power radio advance

several new opportunities for embedded systems design emerge with diverse chal-

lenges and characteristics in contrast to the traditional desktop and server systems.

One of the most interesting applications of the embedded and networked design

systems are wireless sensor networks (WSNs). The networked sensor is principally

enabled by “Moore’s Law” pushing computing and storage into smaller, cheaper,

and lower-power units.

Additionally, trends such as complete systems on a chip (SOC), integrated low-

power communication, sensing devices that interact with the physical world, and

advances in battery technologies are equally significant. The combination of these



7

technologies along with ubiquitous connectivity to the Internet makes it possible

to envision embedded autonomous devices that unobtrusively interact with the

physical world and make this information available to remote servers and desktop

systems. The sensors will interact with the physical environment to detect light,

heat, position, movement, chemical presence, and so on. In each of these areas, the

technology is leading to significant developments that makes networked sensors an

exciting regime to apply systematic design methods.

1.1.2 Applications: Civil, Medical, Industrial, and Military

Wireless sensor networks have the following broad application objectives:

1. Reliable monitoring of a variety of environments.

2. Enable in-network information gathering and processing.

3. Integrate physical sensing and controlling capability with a communication-

oriented infrastructure, say Internet.

4. Support a variety of applications with varying levels of QoS across several

domains, hardware, and software (see figure 1.2).

An example of sensor networks used for civilian purposes could be smart homes

and offices. Here sensors could be deployed to control appliances and electrical

devices in the house. Sensors can be used to provide better lighting and heating in

office buildings. The Pentagon building has used sensors extensively in this regard.

Sensor networks can be used for medical purposes as well. Examples include

the use of biomedical sensors to monitor the glucose level, heart rate, and detect

cancers. In hospitals, a network of sensors on the body of the patient and in-

vivo can monitor the vital signs and record anomalies. An array of sensors on



8

Forest Conservation


Traffic Monitoring


Structural Monitoring


Volcano


Smart Hospitals


Smart Buildings


Battlefield
 Surveillance
 Smart Implants


Smart Factories


Precision Farming


In-Situ Sensor Network


    On-site

Base-station


 Back haul

  Network


`


    Remote Data

Processing Center


   IP Core

  Network


    Public

  Internet


Web Server


Database

  Server


Figure 1.2: Applications of Wireless Sensor Networks.
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a chip can be implanted to substitute for and supplement a missing or defective

part of the body. The Artificial Retina Implant Project at Wayne State University

uses a retinal prosthetic sensor chip to allow the patient suffering from macular

degeneration of the retina to perceive limited vision. Similarly, sensors are used for

cochlear implants.

Remote deployment of military sensor networks can be used for tactical monitor-

ing of enemy troop movements. These networks provide opportunities for soldiers to

achieve situational awareness in terms of supporting real-time troop collaboration,

status exchange, and coordination.

Industrial applications of sensor networks include monitoring and controlling

agricultural crop conditions. In enterprise scale manufacturing and retail compa-

nies, sensor networks can be used to monitor inventory and support in-process parts

tracking. These networks can automatically report problems at various stages such

as in-plant manufacturing, packaging, and equipment maintenance. RFIDs (Radio

Frequency ID) are examples of sensor nodes used in retail shops as theft deterrent

and for customer tracing.

Figure 1.2 shows a number of applications of sensor networks. It also highlights

the elementary organization of the underlying sensor network infrastructure. For

certain application domains, sensors can be deployed randomly or placed in-situ in

a regular fashion. In the figure, we see a group of randomly deployed sensors self-

organizing themselves into a 2-level hierarchical network organization. The nodes at

the higher level form a backbone network to route queries and sensing data among

sensors and to the basestation. The on-site basestation has additional hardware,

uninterruptible power supply, and a powerful radio to communicate with the whole

network. In certain cases, a number of basestations can be deployed within and
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on the perimeter of the network to facilitate better communication with the sensor

network.

The basestation acts as a gateway between the remote data processing center

and the sensor network. In case of applications similar to biological implants, the

sensor network, the basestation, and the data-processing facility are all in the same

location, that is, usually with the person who has the implant. In case of hazardous

and unpredictable environments, the back haul network acts as a transit network

to the offshore location where powerful computers mine the data collected from the

sensor network and maintain the relevant information in the database server. An

additional on-site web server makes this information available to the public via the

Internet.

1.1.3 System Overview: Hardware and Software

Wireless sensor networks have one fundamental requirement that is inherent

across innumerable applications domains. And that is the requirement to sense.

This requirement forms the basis for nodes to participate and form a network to

share this information. Thus, the choice of the hardware and software for any

sensing system is highly influenced by the characteristics of the sensing event, the

application level requirements for data collection from the network, and the nature

of the deployment environment. From a hardware perspective, typical sensor nodes

differ in terms of capabilities to include a low end on-chip processor, small mem-

ory, sensors along with analog-to-digital converters, and transceiver chips, all of

these assembled to form a tiny, programmable, application-specific, radio-equipped

sensing device.

Figure 1.3 highlights the basic architecture of the most popular Mica2 sensor
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node platform from Crossbow Technology Inc. (CrossBow). Since the philosophy

was to have a sensor platform that forms a truly ad hoc network, the Mica2 was

equipped to be powered by 2 AA batteries. This resulted in the use of a low power

CPU and a wireless radio so as to increase the lifetime of the Mica2 mote. To

allow for sensing flexibility, a 51-bit I/O connector was provided on-board that is

reusable across software development, debugging, and deployment life-cycles. The

Mica2 mote, when mounted to a programming board, allows software developed

on the host computer to be downloaded and installed on the mote through a serial

port connecting the host computer and the programming board (refer to figure 1.5

(a) and (d)). Newer generations of the Mote platform allow for more novel ways of

code development and installation. Similarly, a JTAG host debugger connecting to

the Mica2 mote through the 51 pin I/O connector allows for real-time debugging

and code profiling.

Figure 1.4 shows a number of sensor boards that integrate custom sensors to

sense the physical environment for light, temperature, humidity, barometric pres-

sure, and sometimes even record live video. Figure 1.4 (d) shows a sensing board

that has both the sensors and actuators that can act upon certain environmental

conditions. The nodes are called XSMs (Extreme Scale Mote), and were designed

by The Ohio State University and CrossBow Technology for the DARPA Extreme

Scaling project, code-named “ExScal”. They feature a variety of sensors and ac-

tuators including a magnetometer, a microphone, four passive infrared receivers, a

photocell, a sounder, and feedback LEDs.

The application for which ExScal uses these high end sensors is to detect and

classify multiple intruder types over an extended perimeter. This would be ideal for

protecting an area that is too vast to be patrolled by human guards such as an oil
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Figure 1.3: Basic architecture of a MICA2 sensor platform

pipeline or a national border. The XSM motes were organized under a second tier

of devices called Extreme Scale Stargates (XSS) (shown in figure 1.5(e)) running

the Intel Stargate platform. ExScal customized the stargates by adding an 802.11b

Wireless Networking card with requisite software, an external antenna, a housing

for the device, and a battery pack. The Stargates were placed strategically in the

topology such that most motes were able to communicate with a stargate. These,

tier-2 nodes ran a controller application that served to orchestrate the localization

and reprogramming services at Tier 1. They also facilitated retrieving data from

the motes to be analyzed on PCs (Tier 3).

Figure 1.5 shows a number of complete sensing system boards that integrate

custom sensors, TCP/IP, 802.11b, Zigbee, and serial protocol stacks.

aPhoto courtesy Crossbow Technology Inc. WWW link: http://www.xbow.com/
bPhoto courtesy of the ExScal project at The Ohio State University. WWW link: http:
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Figure 1.4: Multi modal Sensor Boardsa

A critical requirement of the networked sensor platform is the design of a soft-

ware architecture that bridges the gap between raw hardware capabilities and a

useful system. The demands here are numerous. It must be efficient in terms of

memory, processor, and power requirements, so that it falls within the constraints of

the hardware. It must also be agile enough to allow multiple applications to simul-

taneously use system resources such as communication, computation, and memory.

The extreme constraints of these devices makes it impractical to use legacy systems

(e.g. say UNIX).

TinyOS (Hill, 2000), a tiny micro-threaded operating system is a prototype plat-

form currently being developed at the University of California at Berkeley specifi-

cally for wireless sensors. TinyOS has the following features:

1. It is single threaded

2. It supports an open source development environment

3. It has a component-oriented programming language (NesC).

4. It’s design ideology is to sleep as often as possible to save power.

5. It supports high concurrency and is interrupt driven (no polling).

//cast.cse.ohio-state.edu/exscal/
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Figure 1.5: (a) Mica2 mote, (b) Mica2Dot, (c) ZigBee-ready, IEEE 802.15.4-
compliant TelosB mote, (d) MIB510 Programming Board, (e) Extreme Scale Star-
gate (XSS)b

6. It allows only static memory allocation. In other words, no dynamic heap

memory allocation (malloc) and no function pointers are allowed.

Figure 1.6 highlights the difference between the proposed wireless sensor net-

work model (Bulusu, 2002) and the traditional OSI (Open Systems Interconnection)

model. The physical layers of both the models are significantly different. In the

OSI model the communicating entities do not have any restriction on power avail-

ability as they have a constant source of uninterrupted power supply. Even in cases

where cables are not possible (for example, wireless communication), recharging or
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replenishing power is very manageable. As discussed earlier, this is not possible for

an ad hoc randomly deployed large scale sensor network. There are other physical

hardware and software differences between a sensor node and a typical personal

computer.

(a)
 (b)
 (c)


Figure 1.6: (a) Traditional OSI model, (b) Layered communications architecture
for sensor networksc, and (c) Typical sensor network infrastructure.

Figure 1.6(c) shows a sensor network deployed in a large unmanned area. The

sensor nodes self-organize to form an ad hoc network to monitor (or sense) tar-

get events, gather various sensor readings, manipulate this information, coordinate

among each other, and then disseminate the processed information to an interested

cThe protocols in this stack are minimal and relate fundamentally to sensor networks (Bulusu,
2002). Zigbee (ZigBee) is the name of a specification that standardizes an elaborate protocol
stack for distributed embedded devices forming a wireless personal area network (WPAN). The
standard consists of a suite of high level communication protocols using small, low-power digital
radios based on the IEEE 802.15.4 standard. ZigBee is targeted at RF applications that require
a low data rate, long battery life, and secure networking.
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data-sink or a remote basestation. This dissemination of information typically

occurs over wireless links via other nodes using a multi-hop path (Estrin et al.,

1999) (Akyildiz et al., 2002). This inherent distributed and collective communica-

tion paradigm for ad hoc wireless sensor networks is significantly different from the

traditional point-to-point desktop to server communication model, which is quite

centralized in nature. Thus, layers 2, 3, and 4 are modified to support this ad

hoc collaborative communication model. These layers are also optimized for energy

usage, computational, and space complexity. Additionally, further customization

may be warranted by specific sensor network applications that wish to stream the

data into a PC-based monitoring application. Layers 5, 6, and 7 of the OSI layer

thus need to be modified (Raicu et al., 2002) to bridge this gap between the sen-

sor network platform and the conventional PC (with its underlying 802.11 wireless

Ethernet network or its wired 802.3 networks).

1.1.4 Constraints and Challenges

The characteristics of wireless sensor networks need to be understood in great de-

tail in order to develop efficient sensor network protocols that support collaborative

network monitoring with increased sensor network lifetime. These characteristics

are listed below:

1. Sensing application requirements

Biomedical applications (Schwiebert et al., 2001), for example, a glucose level

monitor or a retina prosthesis have special requirements with respect to the

sensor hardware and the operation capabilities. First, the sensors must be

bio-compatible to avoid any tissue damage. Second, in addition to being fault-

tolerant, energy efficient, and scalable, wireless networking solutions should
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be ultra-safe and reliable. Also, in biomedical applications, sensors usually

sense some biological event and trigger some nerves or tissues in response to

control that event or generate another sequence of events. However, there

is no explicit feedback between sensors and the external application except

for certain periodic maintenance routines. These maintenance routines are

essentially an effort to find any faults in the sensor networks implanted in-

vivo. Thus, these requirements are application specific and are different for

diverse applications.

2. Security requirements

Sensor network applications, such as for biomedical, hazardous environment

exploration and military tracking are typical mission critical systems that are

highly security sensitive. Unfortunately, sensor networks are vulnerable to all

kinds of attacks, such as eavesdrop, jamming, and trojan horses. With con-

strained available resources, it is impossible to deal with all possible security

issues, however, some measures for expected attack must be provided.

3. In-network processing

Wireless sensor networks typically consist of a large number of nodes ran-

domly deployed to sense application specific physical phenomena. Due to

bandwidth constraints and the high error rate of wireless links, energy effi-

cient operation of sensor networks requires sensor nodes to relay in-network

aggregated sensing events to a remote basestation. Without in-network pro-

cessing of neighboring correlated sensing events, individual readings of each

sensor would have to be sent to the basestation, which is highly impractical

under the constraints discussed earlier. Also, by way of multi-hop communica-

tion, hop-by-hop reliability becomes more feasible as compared to traditional
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end-to-end TCP-based reliability mechanisms.

4. Data centric processing

Data centric processing is an intrinsic characteristic of sensor networks. Sen-

sor data is no longer accessed by ID (or IP, as in the internet). It is more

natural to address the data through content, location, or constraints. The IDs

of the sensor nodes may not be of any interest to the application. The naming

schemes in sensor networks are often data-oriented. For example, an environ-

mental monitoring system requests the temperature readings through queries

such as “collect temperature readings in the region bounded by the rectangle

(x1, y1, x2, y2)”, instead of queries such as “collect temperature readings from

a set of nodes with the sensor net address x, y, and z”.

5. Network sensor platform (hardware and software)

Hardware capabilities determine the overall functionality of the sensor device.

A sensor node equipped with a GPS can act as a position estimating beacon for

other nodes without GPS. Similarly, nodes with higher processing capability

and higher battery power can serve as data sinks for their neighboring under-

privileged nodes. As mentioned earlier, the operating system determines the

real-time capability of concurrently harnessing the sensor hardware to its full

potential with low processing, low memory, and low energy.

6. High unpredictability

Sensor network applications are driven by environmental events, such as earth-

quakes and fire, anywhere anytime following an unpredictable pattern. Sensor

node failures are common due to these hostile environments. The radio media

shared by densely deployed nodes is subject to heavy congestion and jam-
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ming. High bit error rate, low bandwidth, and asymmetric channels make

the communication highly unpredictable. Such unpredictability usually pre-

vents off-line design of system parameters. Online monitoring and feedback

control are required to provide a certain degree of QoS guarantee under such

situations.

7. Network makeup

(a) Homogeneous or heterogeneous sensor devices

The sensor network may consist of specialized nodes having special hard-

ware and software capabilities deployed randomly or deterministically

with other low end sensor devices. This heterogenous deployment may

be required by certain applications, where placement of the sensor nodes

is practical. An example of such an application may be monitoring a

high rise building for cracks and other critical hazards or faults.

(b) Random or controlled node placement

Biomedical sensor networks are examples of stationary wireless sensor

networks. In such a network, the placement of sensor nodes is controlled

and premeditated. A stationary sensor network normally has little or no

mobility. One can also decide in advance the number of neighbors a node

may have depending upon application requirements and the position of

the sensor (border or internal node) within the deployment. In contrast,

a tactical wireless sensor network deployed in a hostile area to track

enemy movements in the battlefield is characteristically required to have

a random deployment.

(c) Redundancy
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The highly unpredictable nature of sensor networks necessitates a high

level of redundancy. Nodes are normally deployed with a high degree of

connectivity. With such redundancy, the failure of a single node has a

negligible impact on the overall capacity of the sensor network. High con-

fidence in data can also be obtained through the aggregation of multiple

sensor readings.

(d) Indoor or outdoor environments

Sensors deployed for building monitoring fall into the category of indoor

environment, whereas sensors deployed to monitor a parking lot facility

may be categorized as experiencing an outdoor radio environment. In

outdoor environment, there are minimum obstructions, and so the radio

signals do not experience as much loss in signal to noise ratio due to

reflections and multipath fading. This is not the case for indoor environ-

ments, where walls contribute to a drastic reduction in signal strength.

8. Sensor node or beacon density

Depending on the application scale, tens of thousands of sensors may be de-

ployed in a very large area. Examples of such an application would be deep

space probing and habitat monitoring. Network protocols for collaborative

monitoring need to adapt to the topology of the network, its density, and

redundancy in order to achieve energy efficiency. Sparser networks may need

special treatment to avoid a network partition due to several orphan nodes.

Initialization protocols (or neighbor discovery) for sensor networks usually

have one basic operation for position or location estimation. Sensor nodes

with pre-location information (for example, nodes with GPS capability) serve

as anchors (or beacons) to other nodes that use localized triangulations or
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multilaterations to estimate their positions. A higher density of such beacon

nodes can significantly reduce localization errors (Bulusu, 2002) and hence the

subsequent determination of network parameters that could affect decisions

for other primary network operations.

9. Node mobility

There is an important difference between a stationary wireless sensor network

and a mobile ad hoc network. Network protocols for MANET are optimized

for QoS by optimizing the three important tasks of organization, routing, and

mobility management (ORM). For MANET, system performance is attributed

mostly to random node mobility rather than to the energy depletions caused

by the execution of various network protocols. However, for ad hoc sensor

networks, energy depletion is the primary factor in the connectivity degrada-

tion and the overall operational lifetime of the network. Therefore, for WSN

overall performance becomes highly dependent on the energy efficiency of the

algorithm.

Sensor node mobility makes wireless networking solutions extremely challeng-

ing. A mobile sensor network essentially becomes a special research challenge

in the field of mobile ad hoc networks (MANETs).

10. Time synchronization

The causality of detection of events is highly dependent upon the synchroniza-

tion of the clock among the nodes within the sensor network reporting such

an event. Also, most of the channel access schemes for providing collision

free medium access use a TDMA-based design. This TDMA scheme needs

efficient time synchronization among contending neighbors in order to avoid
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collisions and hence save precious energy. Depending upon the application,

one may need fine-grained synchronization or coarse-grained synchronization.

Also, the granularity of the synchronization depends upon the scale of the

network and its deployment. Energy efficient distributed protocols are thus

needed for time synchronization.

11. Target event characteristics

Sensor networks are deployed to detect and report application specified in-

teresting events. In general, these target events may have spatial, temporal,

spatio-temporal, or absolute characteristics. By spatial, we mean that events

reported by sensors belonging to a common geographical region are similar

and strengthen the fault tolerance level of the report. A moving target is tem-

poral in nature and its detection may follow a predictable path. Depending

upon the speed of the target, its characteristics may change from temporal

to spatio-temporal. In some cases, the event may be a continuous event, for

example detecting the presence of a chemical gas is continuous as it diffuses

across the sensor network. On the other hand, intruder detection is a discrete

event where the sensor network may detect several intruders or the same in-

truder at different places and at different times in the network. Thus, the

target event characteristics fall broadly into these following categories:

(a) Event types,

(b) Event speed, and

(c) Event occurrence rate.

12. Sensor Network Models

Network simulation used for evaluating the performance of various sensor net-
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work protocols may need to take into account various models for the following

fundamental sensor parameters:

(a) Radio propagation and energy models,

(b) Mobility model

(c) Event traffic model,

(d) Sensing coverage and exposure models, and

(e) Wireless bit error models

1.2 Research Motivation

We will now discuss the research motivations based on generic observations

on the solutions used to provide efficient sensing and routing services by wireless

sensor networks. The following subsections discuss specific solution aspects that

have influenced our design philosophy.

1.2.1 Hierarchy, Approximation, Aggregation, and Redundancy

It is very fascinating to realize that over these years with increasing complexity,

systems have become hierarchically organized with an approximate aggregation of

communication functionalities into several subsystems and components. For ex-

ample, the internet has become a loosely hierarchical structure of core routers,

DNS servers, gateways, and switches. Thus, the network functions via interaction

among components that perform specialized tasks suited to their placement in the

organization. In other words, the network intelligence is distributed in such a way

that every component or subsystem globally provides a limited set of communica-
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tion functionality with purely approximate local network information albeit with

provisional reliability.

In such a distributed system, redundancy makes up for limited reliability by not

only having a number of alternative providers for a certain function but also having

an overlap among functions that providers can usually offer. For example, in the

internet a layer three router can also act as a switch and viceversa. Besides the

differences in physical links and associated protocol or messaging mechanisms, the

main difference across communication networks lies usually in the way this network

intelligence is distributed and maintained. For example, there could be a centralized

system that does the partitioning and assignment of tasks to network entities and

also tracks their performance. On the other hand, the network could do this almost

instantaneously and on an ad hoc basis. Of course, the latter provides challenges

and associated difficulties for maintaining guaranteed levels of quality of service

(QoS) among distributed tasks in the face of changing network dynamics.

1.2.2 Task and Roles

An example of a distributed system with centralized control and static assign-

ment of tasks is a hierarchically organized Radio-Access Network (RAN) that pro-

vides end-to-end voice and IP-based communication among cell phones in a CDMA

based cellular network (see figure 1.7). A RAN consists of a Radio Network Con-

troller (RNC) that communicates with a Radio Node (RN) that acts as a frontend

and handles the mobility of the mobile phone. A Packet Data Serving Node (PDSN)

acts as a backend access gateway providing simple IP and mobile IP services to mo-

bile phones in an IP network. The PDSN also acts as a client for Authentication,

Authorization, and Accounting (AAA) servers so that it can provide services only to
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the subscribed mobiles and also differentiate among them based on their subscribed

service level agreements (SLAs).
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Figure 1.7: Hierarchically organized Radio Access Network (RAN) in CDMA2000

An example of a completely decentralized wireless network is an ad hoc wireless

network (see figure 1.8) and almost analogous to the cellular networks is the Mobile

Ad hoc Network (MANET). Another example is a Wireless ad hoc Sensor Network

(WSN) which is complementary to MANETs with the addition of a sensor and/or an

actuator along with a wireless radio, processor, memory, and a battery all integrated

into individual nodes deployed to provide sensing and monitoring services. A WSN

could be formed by tens to thousands of randomly deployed sensor nodes. The

sensor nodes then self-organize into an ad hoc network to monitor (or sense) target

events, gather various sensor readings, manipulate this information, coordinate with

each other, and then disseminate the processed information to an interested data-

sink or a remote base station. This dissemination of information typically occurs
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over wireless links via other nodes using a multi-hop path.
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Figure 1.8: Ad hoc Networkd

In contrast to a RAN, in an ad hoc network, the functions of event (or mobile)

tracking and monitoring, handling node mobility, routing, security, performance

measurement, and control are all handled collaboratively by participating commu-

nication entities or nodes. There is no static assignment of tasks to any particular

node. Moreover, this assignment is dynamically taken upon by nodes individually

based on the snapshot of the network context perceived locally in their neighbor-

hood. In an ad hoc network, it is very likely that all nodes are equal in terms of

their hardware and software capabilities. Thus, as opposed to a RAN, in an ad

hoc network, heterogeneity does not play a major role in task assignment except



27

to break any tie among two equally competing nodes suitable for the same task.

For example, if one node has more storage capability than the other and if they are

competing for caching routes, then obviously with all parameters being equal, the

one with larger spare memory should be selected to act as a router.

With reference to figure 1.8, nodes 4 and 5 can act as routers to route data from

1, 2, and 3 to the rest of the network. So, if both 4 and 5 have equal communication

capabilities in terms of route quality to 3 and the rest of the network and they also

have equal available battery power, then the only way to distinguish between them

is by other related routing requirements, such as route storage. On the other hand,

node 8 can cause network partition and eventual loss of communication among its

neighbors and the subnetworks associated with them. In this case, we have no choice

but to select 8 as the router to forward packets across these partitions. Of course,

over time node 8 will die due to energy dissipated by its radio for forwarding packets

destined to nodes other than itselfe. However, fortunately with node mobility (if

any) other nodes may come around the vicinity of 8 or 8 may move to some other

place. In this scenario, routing will be offloaded from 8 to the best node among these

new competing volunteers according to the criteria discussed above. The routing

task behaves differently under different local network scenarios or context. These

dynamics in the behavior of the task leads to a node and its neighbors acquiring

different roles at different times in the network.

dThe radio model assumed in this diagram is very simplistic. Wireless transmission and re-
ception ranges are practically asymmetric and randomly unidirectional based on environmental
vagaries, network conditions, and radio propagation characteristics.

eThe ad hoc network communication paradigm assumes a cooperative model where nodes are
not supposed to be selfish when it comes to forwarding packets for others. A form of cost-based
incentive mechanism in terms of virtual money (Blazevic et al., 2001) is usually established where
volunteers either buy or are rewarded for requested service by sellers or other obligated nodes,
respectively.
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1.2.3 Role Assignment

The routing service as described requires nodes to collaboratively identify the

tasks or subtasks along the route where data gets forwarded. In other words, al-

though node 8 may be aware of routes from several sources to different destinations,

it needs other nodes along the path to relay the data to its next hop neighbor. Thus,

the routing service needs some nodes to perform the task of route computation and

storage whereas it needs others to simply forward along that computed route. For

example, source node 1 wants to communicate some information to the destination

node 12. There are several routes from node 1 to node 12 and the one that may be

selected most importantly depends upon the network knowledge available at each

node, and the quality of service (QoS) desired by and granted to source node 1 for

routing its packet to destination node 12. Assuming that node 8 is aware of the

route to node 12, a request to route from 1 is resolved by 8. Thus 8 acts as a router,

1 acts as a source, 12 acts as a receiver and other nodes along the chosen route

from 1 to 12 act as forwarders. The task executed by a node within a network at a

particular instant of time thus determines its behavior in terms of a “role” that it

takes to collaborate among its peers to execute a certain service.

The mapping of tasks to nodes or in other words role-assignment may be based

upon the QoS requested by node 1, say shortest path route to destination 12. Of

course, it also depends upon the available network resources that nodes are willing

to grant for this service. Assuming that the mission of the network is to satisfy QoS

by selecting and using the shortest possible route from node 1 to node 12, then it is

very likely that nodes along that path will not be available for long to sustain that

route. This is due to energy dissipated by the radio. In other words, forwarders

along the path will eventually die thus causing not only a network partition but
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also a significantly reduced network lifetime. Thus, the assignment of roles has to

be dynamic as opposed to being static. We will see how the underlying network

organization architecture, by statically assigning roles, limits the flexibility of other

protocols above it.

1.2.4 Network organization: a static assignment of roles

Self-organization protocols usually organize a set of randomly deployed sensor

nodes into a logical controllable network infrastructure. Besides discovering the

links for each node, a self-organization protocol characterizes not only the relative

importance of links but also valuates the nodes responsible for managing those links.

A chain-based organization (see figure 1.11) logically organizes the network into

a long communication chain. The criteria for a node to be a part of the chain could

be high available energy or the shortest path route to a known destination. Nodes

that do not satisfy this criteria are not part of the chain. However, they could

join the chain if there comes a time when their neighboring chain node fails to

pass the selection criteria as discussed earlier. In a tree-based organization, certain

nodes are valued as parents whereas other’s are valued as children. Links may be

characterized as downstream/upstream to differentiate communication between a

parent to its children or vice versa (See figure 1.9). Similarly, for a cluster-based

organization, nodes with higher energy are valued as clusterhead whereas nodes in

the close vicinity of a clusterhead are known as cluster members (See figure 1.10).

This network organization then forms the basis for other protocols to perform

their optimizations. In other words, the design of the communication system is

essentially from bottom to top, with the network organization architecture acting

as an invariant framework upon which protocols dynamically optimize for desired
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objectives and handle network variabilities. This bottom to top design that orga-

nizes the protocols into layers stacked above each other leads to rigidity where the

invariant behavior of one protocol layer along with the invariants of layers below it

cumulatively reduces the flexibility of an application to respond to several network

scenarios while simultaneously meeting desired performance requirements.
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Figure 1.9: Tree organization limits the role assignment of every child to a forwarder
and a parent to a router.

An example could be the competition between protocols that are developed

for shortest path routing and the protocols that are designed to conserve energy

and increase network lifetime. An energy-conservation protocol usually works by

adaptively changing the duty-cycle of unused or idle local node resources to save

energy. One way would be to identify sensors that are redundant with respect to

the area of sensing coverage and then turn these OFF completely to increase the

cumulative lifetime of the network. This obviously is inconsistent with protocols
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Figure 1.10: Cluster organization limits the role assignment of every cluster member
to a forwarder and a clusterhead to a router.

that need these same nodes to be made available to meet specific service objectives

such as a shortest route to a destination (as discussed earlier).

Another energy conservation approach would be turn those sensors OFF that

are redundant with respect to the established shortest path route to the destination.

However, an event tracking protocol that needs high sensing fidelity at various times

and at different places within the network may be at odds with this energy saving

decision. This is because some sensors that would have been able to detect an

event with high sensing degrees have now been turned OFF because they were not

assigned as forwarders along the already established shortest path route.

A self-organization protocol may similarly base its organizational decision to

logically identify a certain node as a parent (or a clusterhead) and the other as a

child (or a cluster member) according to a specific performance metric that conforms
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Figure 1.11: Chain organization limits the role assignment of every participating
node to a forwarder.

neither to the shortest path routing protocol nor to the high fidelity event tracking

protocol. And all of these are definitely at odds with the energy conservation

protocol. It is thus obvious that simple logical abstractions such as cluster, tree, or

chain lack detailed control flexibility across sensor network resources and protocols.

We therefore need a framework that can serve as a common foundation to express

resources in terms of standard units across services, applications, and protocols. All

the requirements both from the application in terms of desired QoS and from the

network in terms of resource availability and fairness can then be bargained and

arbitrated in terms of these units. The strategy that provides the maximum utility,

if available, could then be implemented by coordination across protocols running on

this common framework. This motivates the need for a resource-based coordination

framework across all heterogeneous resources and applications.
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1.2.5 Resource-based abstraction framework for coordination

Let us consider the hypothetical sensor network protocol stack shown in fig-

ure 1.12(a), where protocols at different layers provide layer-specific services. Also

shown are the network functions such as energy management and security that need

cross-layer optimization. We represent the problem of multi-protocol coordination

for QoS and resource optimizations as a problem in 3 dimensions. As shown in fig-

ure 1.12(b), the point(s) where all these objectives are satisfied within the network

in a localized and efficient manner is essentially signified as a dilemma representing

the nature of the problem (usually NP-complete). However, it motivates the need

for an adaptive control framework that promotes cross-layer protocol collaboration

to map approximate solutions under established tradeoffs. With this recognition of

tradeoffs a mutually agreeable objective could be satisfied if the framework allows

this coordination to be modeled as an interplay of resources. This implies that

the framework would fall short if it only allows diverging application requirements

to converge to clear tradeoffs but makes it difficult to coordinate to achieve this

common objective.

An efficient task-based abstraction is needed that allows network protocols to be

modeled as a flexible and ordered placement of a collection of tasks. This needs to be

complemented by a resource-based abstraction that permits the cost of the tasks to

be evaluated in terms of the set of resources locally provisioned around a certain k-

hops vicinity. Since use of any resource requires power from the local battery, energy

consumption can serve as a common scale for evaluating tasks complexity. Similarly,

the use of distributed resources requires imperative inter-task communications and

this can also be taken into account by node energy dissipation. A union of these

two abstractions results in a framework where nodes collaborate for a service by
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Figure 1.12: Case for a Unified Role Assignment Framework (a) Sensor network
protocol stack and (b) Multi-objective {Resource, QoS, Protocols} optimization
dilemma.

valuating the utility derived from satisfying application desired QoS. This utility

is comparable across heterogeneous services, tasks, nodes, and resources. Nodes

calculate their utilities based on the energy required to execute the subtasks or

roles comprising the service. Depending upon application requirements and resource

availability, tasks are (re)assigned to nodes that maximize this utility.

1.2.6 Rescue Mission: Uncertainty and Chaos

One of the interesting examples that illustrates most of the role mapping issues

under cross layer design and multiple application scenarios is the deployment of
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sensors in an industrial facility. Consider a heterogeneous deployment of sensors

in and around a chemical plant that manufactures hazardous chemicals (see fig-

ure 1.13). The network of deployed sensors facilitates rescue missions during fire,

chemical spill, and emergency medical scenarios. The rescuers have different mis-

sions in each of these scenarios and their applications may demand different services

at varying QoS requirements. During disasters it may be impossible to have a cen-

tralized arbitration scheme to avoid contention for resources among applications

through prioritized access to the sensor network resources.

In the example, we see several applications demanding services from the sensor

network in real time. The events that are driving these applications are also very

dynamic. Failure of nodes is expected in such a drastic and challenging rescue

scenario. Although during the passive state sensors at various plant domains formed

an initial organization, the current volatile situation demands changes in protocol

functionality. Network and application dynamics dictate these changes in protocol

behavior in real time. With the flexible abstraction features supported by the

generic role-based framework, it becomes easy for applications to perform such

adaptation and evolution for activities like organization, event tracking, collecting

network status, deploying new nodes, etc. In fact the possibilities evolve as the

role-based middleware unambiguously maps dynamic application configurations by

way of elementary tasks and required node resource capabilities.

From this chemical spill example, we have identified the following fundamental

role types: (1) Router or Backbone role; (2) Sensing coordinator role; (3) Sensing

collaborator role; (4) Gateway or Bordercast role; (5) Beacon or Anchor role; (6)

Shadow role; (7) Follower role; (8) Reserve role; (9) Source or Sink role; and (10)

Sensing-region role. Some roles, as their names suggest, provide services that are
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self-explanatory. However, roles like the reserve role, shadow role, and follower

role need further explanation. Since energy efficiency and network lifetime are the

main concerns in sensor networks, many energy-conservation protocols have been

proposed that turn off sensors that are redundant from several aspects including

network sensing and communication coverage. These sleeping sensor nodes act

as reserves for future activities. These reserve roles become important as multiple

applications simultaneously demand services from the sensor network. Shadow roles

are required in situations where a single sensor or a relatively small group of sensors

holds vital state information required for the stable functioning of sensing regions

that are either static or migrate as events move around the sensor network. These

roles are also important for data storage and caching as they act as replication

storage facilities for critical state information. For events that migrate across the

sensor network, e.g. a moving enemy tank, the sensing region that is formed for

detecting, aggregating, and relaying sensor readings also needs to be mobile. Group

sensing mobility differs from individual node mobility that is typical in mobile

ad hoc networks (MANETs). Instead, sensing group (re)organization has to be

repeated at every detection point of the migrating event so consistent real-time

reporting of event characteristics is possible. Protocols that form such migrating

sensing groups in-sync with mobile events belong to a special class of event detection

and tracking protocols for wireless sensor networks. Typically these event tracking

protocols work toward a pro-active selection of follower nodes that in the near

future organize a sensing region per their prediction modeling of event dynamics

(direction and speed).
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Figure 1.13: Example cross application service to role mapping scenario

1.3 Research Contributions

In this dissertation, our main goal is to generalize specific sensing and networking

characteristics and use this to develop a unified resource abstraction mechanism for

localized and collaborative resource arbitration, coordination, and control. We pur-

sue this by first identifying common sensing and networking characteristics among

competing application-specific protocol solutions. We abstract these performance

characteristics into a set of networking and sensing metrics. To that effect, we have

developed a set of sensing metrics that serve as a framework for our sensing Quality

of Service (or sQoS ). This agenda is then realized in the following components,

which together form the research contribution of the thesis.
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1.3.1 Role-based Hiearachical Self-Organization (RBHSO)

We use sensing and networking metrics to understand the flexibility of the un-

derlying network organization to execute services as an allocation of specific tasks

collaboratively executed as local network roles. To that end, we have developed

a Role-based Hierarchical Self-Organization (RBSHO) protocol as an initial archi-

tecture for self-organization for wireless sensor networks (Kochhal et al., 2003).

We study the flexibility of our organization with a popular cluster-based protocol

(LEACH).

1.3.2 Unified Role-Abstraction Framework (URAF)

We extend our RBSHO algorithm to develop a Unified Role-Assignment Frame-

work (URAF) to model application services as roles played by local in-network sen-

sor nodes with sensor capabilities used as rules for role identification. The URAF

design philosophy incorporates concepts of aggregation, hierarchy, approximation,

and redundancy to develop generic roles for elementary tasks and use these to com-

pose complex roles that abstract protocol specific interactions among nodes. We

abstract these complex protocol task interactions in the spatial and temporal do-

main by way of role-coordination graphs that highlight this need for dependency

and subsequent coordination among roles. Using an example domain-specific em-

pirical model for energy consumption, we profile the use of various node resources

such as radio, sensing, battery, memory, and computation for both elementary and

complex roles. This role-service load profiling in terms of energy allows nodes to

pursue application load balancing by way of an adaptive assignment and schedul-

ing of roles to nodes. For example, with declining network resources roles become

more adaptive as they evolve toward less energetic types. In this scenario, a node
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attempts to extend its remaining lifetime by arbitrating services to a much larger

pool of neighbors. This facilitates reconfiguration and the subsequent reassignment

of complex roles to a number of simpler roles.

The URAF can be implemented as a Role-based Middleware (RBMW) that al-

lows applications to quantify service requirements and tradeoffs either as a simple

or as weighted sum of utilities and points in QoS space. The RBMW then maps

these requirements in terms of a specific assignment of roles to nodes. To limit the

problem space, we concentrate on energy-efficient role-assignment for data aggre-

gation services in a heterogeneous sensor network. The RBMW incorporates load

balancing protocols across roles, nodes, and services in terms of pairwise neigh-

borhood role-exchange, role-mergers, and role-redirection. The RBMW behavior is

dictated by its underlying role state machine that considers several scenarios for

roles such as message arrival, sensing events, and neighboring role-context changes.

The state machine also allows roles at a higher level to pursue execution scheduling

of local and neighboring roles among nodes in the network. The URAF assumes

the availability of protocols to provide and share cross-layer network information

among nodes to pursue role assignment, scheduling, and load balancing.

1.4 Dissertation Outline

The rest of this dissertation is organized as follows:

Chapter 2 outlines the related work in terms of cross-layer optimizations achieved

by protocols at various layers to meet desired QoS requirements. We will also discuss

several network organization protocols along with our proposed role-based hierar-

chical self-organization protocol that forms the basis for our role-based framework.

We understand the concept of tasks and roles from various perspectives including
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sensor networks, multi-agent systems (MAS) and its challenging application toward

robots playing soccer. We also analyze existing heuristics which formulate the role-

assignment (RA) for data-aggregation as a capacity-based facility location problem

(CFLP). We also analyze RA algorithms that recursively minimize for a set of met-

rics using the concept of local domination and elimination among a connected set

of nodes. We also consider analogous algorithms based on micro-economic theo-

ries such as Game Theory and Mechanism design that have been applied to sensor

networks where the utility is to minimize energy consumption. We also consider ex-

isting software abstraction frameworks and middleware for wireless sensor networks.

Most of these abstractions are either application specific or service specific.

Chapter 3 focuses on the design philosophy of our Role Based Hierarchical Self-

Organization (RBHSO) protocol that forms a hierarchical connected dominating

set (CDS) network organization for wireless sensor networks. In this network hi-

erarchy, we also assign specific roles (or tasks) to sensors based on their physical

wireless connectivity and sensing characteristics. The chapter provides an in-depth

analysis of the prominent characteristics of the sensing phenomena. These sensing

concepts forms the basis of our proposed sensing based metrics, such as the sensing

proximity value (SPV), the cumulative sensing proximity value (CSPV) and cumu-

lative sensing degree (CSD). We have also discussed relevant connected dominating

set (CDS) concepts. We use both the sensing and CDS-based network metrics to

form a self-organized sensor network that establishes a network-wide infrastructure

consisting of a hierarchy of backbone nodes, and sensing zones that include sensor

coordinators and sensing collaborators (or sensing zone members). We demonstrate

the effectiveness of our design through theoretical analysis and simulation.

Chapter 4 considers the design of our unified role-based assignment framework
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(URAF) that serves as a common platform to map multiple applications and services

across heterogeneous sensor network deployment. It implements the concepts of

hierarchy, aggregation, redundancy, and approximation to abstract an application

service in terms of a hierarchical organization of roles assigned to neighbors such that

their collaborative execution meets the desired QoS. The QoS is modeled in terms

of utilities that uses two domain specific models such as the role-energy model and

the concave role-resource service utility model to measure the use of resources by

roles over time in terms of energy. Using these two models, a specific configuration

of roles could be considered to meet the desired energy and time requirements. If

the application desired requirements cannot be met then the framework proposes

to meet the QoS that is currently possible. With this, the framework allows the

middleware to pursue two objectives, translate the desired requirements to the

number of in-network roles needed and the energy expended by their execution

for the desired service time. The number of roles that meets the agreed upon

QoS between the application and the network is then used as input by the role-

assignment algorithms (RA). We also discuss specific role properties such as role-

coordination graph, role failures monitoring and repair, role-load balancing, role-

state machine, and role-execution scheduling.

We wrap up our discussion in chapter 5 by giving an overview of the accom-

plishments of our work, and providing a glimpse of our future work and direction.
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Chapter 2 – Related Work

In this chapter, we discuss several research solutions related to network self-

organization and sensor network abstractions for ad hoc wireless sensor networks.

These research solutions will be discussed considering the following prevalent sensing

and wireless networking aspects:

• WSNs are ad hoc and nodes have heterogeneous capabilities,

• Most of the nodes are battery powered,

• Services are requested by an end user. These services usually relate to an

event of interest being detected, monitored, tracked, and communicated by

sensors within the network to the user.

• The QoS desired for a particular service includes not only efficient sensing

requirements but also energy conservation such that the lifetime of the network

is not deprecated significantly.

In regards to these aspects, several research challenges need to be addressed

and the solutions incorporate optimization at a specific layer in the protocol stack.

However, since energy conservation is also important, any layer-specific optimiza-

tion needs to incorporate trade offs between competing performance requirements.

Such tradeoffs usually involve maintaining, sharing, and adaptively controlling spe-

cific protocol parameters across layers in the protocol stack. This is referred to in

the research literature as cross-layer optimization. This adaptive cross-layer opti-
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mization is generalized into specific network abstractions such that they provide

control interfaces for higher layers.

A further generalization of network abstractions is possible by way of a mid-

dleware that accepts service specifications and QoS requirements and translates it

into appropriate control to the network abstraction at a lower level. Sensor pro-

gramming languages provide generic programming constructs that allow flexible

programming with network abstractions for application programmers to implement

a generic middleware. In order to generalize across different sensor network plat-

forms (both hardware and software), a middleware can also be replaced by a virtual

machine. Figure 2.1 highlights these concepts at a high level in terms of sensor net-

work middleware that incorporates specific network abstractions. These abstrac-

tions in turn incorporate shared cross layer information to map applications across

heterogeneous sensor network platforms.

This chapter is organized as follows. The first section discusses several self-

organization solutions with particular concentration on topics such as hierarchical

self-organization, network metrics used to elicit such an organization, the message

complexity of the algorithm, and the evaluation of the organized network in terms

of several architectural metrics. We compare and contrast these solutions with

our role-based hierarchical Self-Organization (RBHSO) approach. The next section

discusses in brief several cross-layer techniques that consider both energy-efficiency

and sensing performance together. This section will provide several generic insights

into strategies used to operate an ad hoc wireless sensor network in a heterogeneous

deployment and under energy constraints. The third section discusses specific net-

work abstractions that use these generic strategies and provide a software frame-

work. The fourth section discusses the generic application of roles in distributed
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Figure 2.1: Middleware, Network Abstractions, and Protocol Layering.

systems with specific emphasis on role-assignment techniques for wireless sensor

networks. We finally conclude by summarizing the existing work and highlighting

future challenges in the area of sensor network self-organization, sensor network

abstraction frameworks, and cross-layer approaches.

2.1 Sensor Network Organization Protocols

Self-organization in distributed systems is a natural outcome of specific inter-

action among network components on a microscopic level such that their emergent



45

global behavior at the macroscopic level yields desired application performance.

Sometimes it is not possible to predict in advance any unintended emergent behav-

iors that may be undesirable. Similarly, sometimes changing network dynamics may

make some previously desired behavior suboptimal and hence may dictate appro-

priate and suitable adaptations to a new required emergent behavior. To minimize

or eliminate such undesired effects, interacting protocols or components may be

guided by specific design strategies that map as local rules intended to yield desired

global behaviors. The initial self-organization protocol that forms the basic orga-

nizational structure for WSNs may thus need further adaptation by the following

network functions that run on top of this structure:

1. Communication scheduling,

2. Topology control for forming structures,

3. Time synchronization,

4. Data dissemination and aggregation,

5. Task organization and placement,

6. Software configuration and updates,

7. Energy conservation,

8. Fault detection and repair, and

9. Security and resistance against malicious attacks.

Some of these network functions are generic (e.g. routing), some are applica-

tion dependent (e.g. data aggregation and query dissemination), some are context
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dependent (e.g. energy-aware task assignment), and some are dependent upon the

environment (e.g. event sensing and actuation). The dynamic nature of sensor net-

works makes it difficult to support a priori design of optimal behaviors to implement

these network functions. Thus, there is a need to investigate self-organizing tech-

niques that could enable a network to shape its own behaviors to adapt and evolve

to changing network dynamics and application requirements.

From a layered perspective, it can be observed that these specific network func-

tions also reflect a hierarchy of abstractions. The initial field deployment results in

a fundamental abstraction in terms of available physical resources. The subsequent

network self-organization then results in formation of a collective that allows these

distributed resources to be managed and shared as common resources. This ini-

tial organization serves as the reference for other functions to shape this collective

behavior to support additional levels of abstraction in terms of topology, energy,

tasks, events or data, and faults.

The problem of self organization (or self configuration) has been a hot topic of

research in wireless ad hoc networks including mobile and stationary sensor net-

works. Self organization involves abstracting the communicating entities into an

easily controllable network infrastructure. Cluster or connected dominating set

(CDS), tree, grid, or mesh based organizations are typical. An excellent discussion

of various algorithms supporting cluster-based organizations is furnished in (Steen-

strup et al., 2000). A much earlier survey of self-organization techniques in 1986

for wireless networks has been furnished by Robertazzi and Sarachik (Robertazzi

and Sarachik, 1986). However, this survey considers solutions to resolve basic issues

related to the physical characteristics and limitations of wireless networks instead

of issues that arise from the pervasive and large scale ad hoc deployment of WSNs.
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In mobile ad hoc networks, self organization essentially involves maintaining

some form of network organization to support routing infrastructure in the pres-

ence of random uncontrollable node mobility. Some relevant research in this area

include the ZRP protocol (Haas et al., 2002), and the terminodes protocol (Blazevic

et al., 2001). For mobility management, ZRP uses zones that are similar to clusters

whereas the terminodes protocol uses the concept of self organized virtual regions.

Routing in both these approaches involves two different schemes, a proactive rout-

ing scheme for nodes within a local virtual-region or zone, and a reactive scheme for

nodes located in remote virtual-regions or zones. Since in mobile-ad hoc networks

the availability of the network is dependent on each user’s discretion, an incentive

for cooperation by way of virtual money called nuglets is employed in terminodes.

Sohrabi, Pottie, et al. (Sohrabi et al., 2000) (Sohrabi and Pottie, 1999) (Clare

et al., 1999) have introduced in detail the problem of self organization in wireless

sensor networks. They point out the differences in various related wireless network

models (e.g.

MANET, Cellular networks, Bluetooth, and HomeRF) and the WSN with respect

to the desired network performance objectives. (Clare et al., 1999) gives a detailed

description of the top-level design components of a self organization protocol for

WSN. (Sohrabi and Pottie, 1999) (Sohrabi et al., 2000) propose a self organization

protocol for WSN forms a flat topology as opposed to a hierarchical organization.

The self organizing algorithm includes a suite of protocols designed to meet the var-

ious phases of network self organization. There is one protocol (SMACS) that forms

a joint TDMA-like schedule (similar to LCA (Baker and Ephremides, 1981)) for the

initial neighbor-discovery phase and the channel-assignment phase. Other protocols

(like EAR, SAR, SWE, and MWE) take care of mobility management, multi-hop
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routing, and the necessary signaling and data-transfer tasks in local cooperative

information processing.

Subramanian and Katz (Subramanian and Katz, 2000) propose a self con-

figuration architecture that leads to a hierarchical network with address auto-

configuration and a number of other useful properties. Their self organizing algo-

rithm lists four phases of operation. These are the discovery phase, organizational

phase, maintenance phase, and self reorganization phase. Chevallay et al. (Cheval-

lay et al., 2002) build on this architecture by proposing a hierarchical cluster-based

organization of a network of wireless sensors. The clusterhead election is based

primarily on the energy level and processing capability of each sensor node.

Mirkovic et al. (Mirkovic et al., 2001) organize a large-scale sensor network

by maintaining a dynamic multicast tree-based forwarding hierarchy that allows

multiple sinks to obtain data from a (sensor) source. Their algorithm does not

need a globally unique ID for every participating sensor node. Thus address auto-

configuration is not one of their self organization objectives as it is for (Subramanian

and Katz, 2000) and (Chevallay et al., 2002). The RBHSO algorithm assumes the

existence of a globally unique ID for each sensor node.

Krishnan and Starobinski (Krishnan and Starobinski, 2003) present two algo-

rithms that produce clusters of bounded size and low diameter by having nodes

allocate local growth budgets to neighbors. Unlike the expanding ring approach

(Ramamoorthy et al., 1987), their algorithms do not involve the initiator (or clus-

terhead) in each round and do not violate the specified upper bound on the cluster

size at any time, thus having a low message overhead as compared to (Ramamoorthy

et al., 1987). The RBHSO protocol uses localized communication among neighbors

during the self organization phase. In order to limit the membership of the sensing



49

zones as well as the number of sensing zones, our algorithm uses two specified min-

imum and maximum sensing zone membership limits. However, in the final stages

of the algorithm, orphan nodes will join any nearest neighboring sensor coordinator

or a sensing zone member. This is done to cover the maximum possible number of

nodes in the organized hierarchy.

Ni et al. (Ni et al., 1999) consider the clustered broadcast protocol where they

emphasize the importance of highly uniform clustering with low overlap. In this

protocol, the broadcast message is relayed from cluster-head to cluster-head, which

then broadcast the message to their followers. In a clustering with few clusterheads

and large cluster sizes, the clusters have minimal overlap and provide the best

coverage of the network with the fewest clusters. Hence, the number of repeated

broadcast transmissions over any area will be small, thus reducing the amount of

transmission collisions and channel contention, allowing communications to become

faster, more efficient and more reliable.

On the other hand, a poor clustering with much cluster overlap and many

cluster-heads loses much of the benefits of clustering as transmissions will be re-

peated in areas of overlap with significant channel contention. This has repercus-

sions for other efficient protocols that rely on having a network partitioned into

clusters of uniform size. Some examples of these protocols include routing proto-

cols (Krishna et al., 1997) (Thaler and Ravishankar, 1998), protocols for reliable

broadcast (Ni et al., 1999) (Pagani and Rossi, 1997), data aggregation (Heinzelman

et al., 2000) (Xu et al., 2003), and query processing (Estrin et al., 1999).

Chan and Perrig propose an emergent clustering algorithm known as ACE (Chan

and Perrig, 2004), that results in highly uniform cluster formation that can achieve a

packing efficiency close to hexagonal tiling. By using the self-organizing properties
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of three rounds of feedback between nodes, the algorithm induces the emergent

formation of clusters that are an efficient cover of the network, with significantly

less overlap than the clusters formed by existing algorithms. The algorithm is scale-

independent i.e. it completes in time proportional to the deployment density of the

nodes regardless of the overall number of nodes in the network. ACE requires no

knowledge of geographic location and requires only a small constant communication

overhead. ACE is an example of the power and flexibility of emergent algorithms

(defined in (Fisher and Lipson, 1999)) in large-scale distributed systems.

In the case of a random sensor deployment scenario, there is essentially a di-

chotomous scenario where on one hand, we need almost total independence between

sensing zones, and on the other we also want to reliably track moving events among

neighboring clusters of sensors. Our RBHSO algorithm is a localized algorithm that

requires a constant number of three iterative rounds of message exchanges among

neighbors. Our algorithm selects sensor coordinators or clusterheads deterministi-

cally, with shorter average distances between sensing zone or cluster members and

the sensor coordinator or the clusterhead. Similar to ACE, our algorithm tries

to minimize overlap between neighboring sensing zones. We feel that the overlap

among neighboring sensing zones actually reflects the dependency for events occur-

ring at the border of the sensing zones. This dependency among neighboring sensing

zones can be effectively used to detect and track moving targets and communicate

it effectively across clusters or sensing zones. However, the desired amount of sens-

ing dependency is still an open issue and is application dependent. To minimize

inter-cluster communication and avoid the clusterhead becoming a communication

hotspot, nodes that are at the border of 1 or more clusters can be assigned the role

of a gateway or bordercast sensor role where they gossip this information across
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clusters with minimal overhead.

(Olariu et al., 2004) develop a lightweight clustering protocol that organizes a

large number of sensor nodes into a multi-hop, collision free and adaptive communi-

cation infrastructure. After the infrastructure is constructed, the protocol pursues

energy efficiency by letting sensors sleep and wake up randomly in the leader elec-

tion phase. The sensors that wake up the earliest are elected to be cluster leaders.

In this way, the leaders are allowed to be elected evenly in the area. Their network

infrastructure isolates clusters to reduce power interference by assigning different

frequency channels to neighboring clusters. The protocol is complemented by a

collision resolution mechanism that avoids power interference between neighboring

leaders by having them send neighbor discovery beacons at different times. In the

cluster, the leader schedules the routine transmission and reception of events. Un-

predictable events are handled by the wake up mechanism. The role-energy model

that complements our RBHSO protocol supports energy management at the gran-

ularity of the tasks executed by roles and the resources it consumes. Our approach

evens the energy consumption of the sensing zones by limiting its membership and

also including only those sensors that contribute significantly to the sensing quality

of any event in its zone or group. However, our RBHSO algorithm assumes the

existence of a MAC protocol to resolve collisions among neighboring transmissions.

Our algorithm does not necessarily warrant the use of separate frequency channels

to roles as is needed in the clustering protocol. Thus RBHSO protocol avoids the

need for complex radio hardware in sensors.

Self-organization algorithms usually converge to a desired structure or organiza-

tion within a certain number of rounds of local communication among its neighbors.

The convergence of most of the algorithms are bound by certain performance pa-
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rameters such as node degree, sensing coverage or exposure, cluster size, number

of cluster heads, average inter cluster and intra cluster distance, remaining energy

or number of communication rounds among neighbors, etc. The best scenario is

to have the self-organization algorithm converge to a critical equilibrium where it

meets the desired requirements. Sometimes this equilibrium may be of a fragile

nature and may itself need to be bounded by a upper and lower margin around the

equilibrium point or the threshold.

Krishnamachari et al. (Krishnamachari et al., 2003) reported phase transitions

in wireless networks, identifying a critical threshold of node density that leads to

global connectivity. Below the threshold a network will not connect whereas above

the threshold a network generates interference and wastes energy. Krishnamachari

suggests that phase-transition analysis could help to select design parameters that

enable a self-organizing wireless network to reach a desirable operating point. How-

ever, such a study needs to not only account for the conditions that existed during

the initial organization but also incorporate changing conditions that can dynam-

ically disturb equilibrium and induce periods of instability, or drive a system into

oscillation or chaos. Self-reorganization and maintenance protocols need to be able

to forecast and analyze these conditions so that complementary mechanisms could

be developed that resist and deal with these conditions effectively.

Mills (Mills, 2007) provides a detailed survey of similar aspects of self-organization

protocols for other higher layer protocols that optimize for energy while simulta-

neously: sharing processing and communication capacity in terms of data gather-

ing (Xu et al., 2006) and query dissemination (Wang et al., 2004), synchronizing

time (Werner-Allen et al., 2005) (Ganeriwal et al., 2003) (Hong et al., 2004); config-

uring software components; adapting behavior associated with routing (Braginsky



53

and Estrin, 2002), with disseminating (Intanagonwiwat et al., 2000) and querying

for information, and resisting attacks (Boonthum et al., 2006) (Ye et al., 2004) (Yu

and Liu, 2005) (Jamshaid and Schwiebert, 2004). The objective of these research

proposals clearly fall outside the scope of our dissertation. However, the underlying

network architecture optimized by these protocols for a specific service are the stan-

dard cluster-based designs or a tree based architecture. We discuss the relationship

between these basic network architectures and our RBHSO protocol in the next

chapter where we highlight its design philosophy.

Our Role-Based Hierarchical Self-Organization (RBHSO) protocol identifies the

need for organizing a sensor network according to the tasks appropriate for each

sensor node based on their initial deployment in the network. Past research in

group-based (or hierarchical) sensor networks have ignored the possibility of uti-

lizing both the physical communication and sensing characteristics to assign roles

to sensor nodes. First, this may be partly due to the assumption that such a hi-

erarchical organization may be too static (or rigid) to be reorganized with respect

to the ultimate traffic pattern that may run on top of this self-organized network

architecture. Second, concentrating specific responsibilities on specific nodes could

result in such nodes becoming easy targets for faults, thus making such a hierarchi-

cal network inherently less fault tolerant. However, with sufficient network density,

both of these problems can be resolved efficiently by systematically rotating roles

among neighboring nodes in a localized manner without much overhead. We de-

velop this role-rotation concept to pursue load balancing among neighbors. In this

regard, we have developed several role assignment algorithms that are a part of our

Unified Role Assignment Framework (URAF).



54

2.2 Cross Layer Approaches in Sensor Network Design

In this section, we discuss several existing application specific cross-layer pro-

tocol designs and optimizations that jointly optimize and trade off specific perfor-

mance metrics over others in a balanced way by exploiting the collaborative nature

of WSNs and its correlation characteristics across layers. In general, cross-layer ap-

proaches are motivated by the following three reasons (Melodia et al., 2005): (1) the

stringent resource capabilities of sensor nodes, (2) the significant overhead of lay-

ered protocols, and (3) the need for application-aware coupling of specific low power

optimizations at relevant layers with the event-centric communication protocols.

Recent research on cross-layer optimization techniques (Song and Hatzinakos,

2007) (Rowe et al., 2008) (Royo et al., 2007) (Fang and McDonald, 2004) (van

Hoesel et al., 2004) (Vuran et al., 2005) have identified specific joint optimization

across protocol layers that are especially important for an energy efficient and ap-

plication specific design of sensing and communication protocols for WSNs. Thus,

for example a cross-layer optimization to select a best possible node for a particular

role (say, a sensing coordinator) in the network may include exploiting the follow-

ing observations among neighboring sensors: spatiotemporal correlation of sensor

readings, node heterogeneity at the hardware level, along with other environmental

characteristics such as wireless channel conditions, link quality, sensing coverage,

and network redundancy. In other words, the communication protocols devised for

WSNs that focus on cross-layer design techniques usually result in either the com-

plete fusion or replacement or modification of several specific network layers in the

classical open system interconnection (OSI) network stack. With this there exists

several possibilities of disruptions in the protocol layer abstractions, and hence pre-

caution (Kawadia and Kumar, 2004) is advised with the cross-layer techniques as
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it may decrease the level of software modularity across well defined interfaces and

between software processes such as design and development. This causes difficulty

in further design improvements and innovations as it increases the risk of instabil-

ity caused by unintended functional dependencies, which are not easily visible in a

non-layered architecture.

Since a wireless sensor network is a synthesis of several technologies across do-

mains such as wireless, sensing, battery, and low power operations, it becomes

necessary to design and validate models for all these technologies for practical ap-

plications in a heterogeneous deployment. Accordingly, the broadcast and asym-

metric nature of the wireless channel for simple communication primitives such as

flooding is investigated through testbed experiments in (Ganesan et al., 2002). It is

observed that the performance predicted using unit disk graph models for flooding

are not realistic as they are simplistic and do not account for the effect of wireless

channels. Similarly, in (Zuniga and Krishnamachari, 2004), it is found that the

radio models that assume a perfect reception within circular radio range coverage

can be misleading in the performance evaluations of communication protocols as

they ignore the existence of transitional regions in low power links. With this non

conformity between theoretical communication models and practical observations,

guidelines for physical-layer-driven protocol and algorithm design are investigated

in (Shih et al., 2001). In general, research studies that identify such issues strongly

advocate that the communication protocols for WSN be re-evaluated using practical

models and through experiments to account for the wireless channel properties.

Another popular cross-layer design for efficient protocols considers interdepen-

dency across layers. For example, interdependency between local contention and

end-to-end congestion call for adaptive cross layer mechanisms for efficient data
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delivery in (Vuran et al., 2005). Similarly, the interdependency of sensing obser-

vations across time and space also known as spatiotemporal correlation is another

significant characteristic of sensor networks that can be exploited for further energy

savings in WSNs (Kochhal et al., 2004) (Vuran et al., 2004).

A simpler approach to cross-layering is to develop protocols that simply share

information across layers for better decisions. In this regard, most of the energy-

aware sensor network protocols (both for communication and sensing) assume the

availability of contextual information maintained vertically across layers as shown

in figure 2.1. X-lisa (Merlin and Heinzelman, 2006) proposes such an information

sharing protocol architecture for sensor networks that can support existing protocols

while simultaneously providing a platform for advanced cross-layer improvements.

This architecture supports different services and data structures for providing in-

formation that can be shared among all layers of the protocol stack for increased

network performance. As an example, the authors implement X-lisa, a network-

aware adaptation of the channel probing MAC protocols that reduce idle listening

by contextually matching the schedule used for probing to the current network

conditions (Merlin and Heinzelman, 2007).

We now discuss the cross-layer principles in terms of interactions among physical

(PHY), medium access control (MAC), network (both routing and organization),

application sensing, and transport layers:

• MAC + PHY: In this joint optimization approach, the objective is usually

energy savings (Haapola et al., 2005) by scheduling nodes ON and OFF as per

specific communication and sensing correlation (Tian and Georganas, 2002)

among nodes in the network. In general, the following techniques have been

applied:
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1. Node scheduling as per redundant sensing coverage: S-MAC (Ye et al.,

2002b) is a MAC protocol that puts nodes into periodic sleep mode

for energy conservation. Each node is free to choose its own listen/sleep

schedules and broadcast the schedule to all its one-hop neighbors. Similar

energy efficient MAC layer designs for general sensor networks can be

found in T-MAC (Dam and Langendoen, 2003), SIFT (Jamieson et al.,

2003), and CC-MAC (Vuran and Akyildiz, 2006).

2. Node scheduling as per redundant connectivity : Span (Chen et al., 2001)

is a distributed randomized power-saving technique where nodes make

local decisions on whether to sleep or to join a forwarding backbone

as a coordinator. Each node bases its decision on an estimate of how

many of its neighbors will benefit from it being awake and the amount

of energy available to it. Span integrates with the IEEE 802.11 MAC

protocol and tries to preserve both capacity and network connectivity

while minimizing energy consumption. Similar energy efficient topol-

ogy control and management optimizations have been proposed in (Ra-

manathan and Rosales-Hain, 2000) (Wattenhofer et al., 2001) (Schurgers

et al., 2002) and are integrated with sensing redundancy by several hy-

brid MAC protocols (Chang and Chang, 2008) (Warrier et al., 2008) for

sensor networks.

• MAC + Network: Because MAC level protocols have a very narrow view of

the network, the main approach followed by such energy-efficient protocols

has been to turn off radios that are not actively transmitting or receiving

packets. Since there is a certain amount of time involved in turning radios

back on when they are needed, MAC protocols typically trade off network
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delay for energy conservation. Energy efficient MAC and routing protocols

can be used together to increase energy conservation.

1. Contention aware or receiver-based routing : This is a very popular ap-

proach where the next hop is chosen as a function of the contention in the

neighborhood. Receiver-based routing has been proposed to optimize the

energy efficiency, latency, and multi hop performance of the routing algo-

rithm (Skraba et al., 2004), (Zorzi and Rao, 2003). Similarly, in (Ferrara

et al., 2005), the routing decision is a result of successive competitions

at the MAC layer. In other words, the next hop is selected based on a

weighted progress factor and the transmit power is increased successively

until the most efficient node is found. Moreover, similar on-off schedules

are utilized for energy efficiency as discussed earlier.

2. Joint scheduling and routing scheme: The general advantage of this ap-

proach is to turn OFF nodes that are not used for the routing service.

Also, since WSNs are characterized by multiple flows from closely lo-

cated nodes to a single sink, it becomes necessary for routing protocols

to mitigate potential interfering routes in their route establishment. If

the traffic is periodic as in the case of sensing applications that monitor

periodically, the nodes can form distributed on-off schedules for each flow

in the network while the routes are established such that the nodes are

awake only when necessary. Since the traffic is periodic, the schedules

are then maintained to favor maximum efficiency. Such a technique is

proposed in (Sichitiu, 2004) for periodic traffic in WSNs. The usage of

on-off schedules using a TDMA scheme and topological information in

a cross-layer routing and MAC framework is also investigated (van Hoe-



59

sel et al., 2004). Another approach (Pantazis et al., 2009) that aims to

conserve energy while minimizing end-to-end packet delay uses a similar

TDMA-based scheduling scheme that balances energy-saving and end-

to-end delay. This balance is achieved by an appropriate scheduling of

the wake up intervals, to allow data packets to be delayed by only one

sleep interval for the end-to-end transmission from the sensors to the

gateway.

3. Interference aware routing : In (Fang and McDonald, 2004), the interfer-

ence effect of the broadcast nature of MAC on routing is investigated.

This MAC interference between routes is minimized by implementing the

use of node codewords that indicate the interference level of nodes and

each packet contains a route indicator for route establishment.

4. Network organization and topology management : Network organization

and topology control algorithms use specific inter layer correlations and

redundancies along with application level hints to support a customized

topology for meeting application requirements. LEACH (Heinzelman

et al., 2000) is an energy-aware cluster head selection mechanism for en-

vironmental monitoring sensor networks that is customized to support

continuous and periodic monitoring. As discussed earlier, the topology

of an ad hoc network plays a key role in the performance of networking

services such as scheduling of transmissions, routing, flooding, and broad-

casting. Xu (Xu et al., 2003) (Xu, 2002) proposes two topology control

protocols (GAF and CEC) that extend the lifetime of dense ad hoc net-

works while preserving connectivity by turning off redundant nodes. Bao

and Garcia-Luna-Aceves (Bao and Garcia-Luna-Aceves, 2003) propose
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another topology management algorithm that constructs and maintains

a backbone topology based on a minimal dominating set (MDS) of the

network. Using only transmission control techniques for controlling the

sensor network topology, both centralized (Tseng et al., 2003) and dis-

tributed (Kubisch et al., 2003) approaches have been proposed. In order

to improve management efficiency across topology control, media access

control, and routing, a unified cross-component power management ar-

chitecture for wireless sensor network is proposed in (Xing et al., 2009).

• App + MAC: With this approach, the MAC layer is customized specifically

to meet application objectives of efficient sensing, event monitoring, and tar-

get tracking. Such an application specific approach is limited to the domain

to which it is applied and hence it is not universal. The Low Energy Self-

Organizing Protocol (LESOP) (Liang and Dimitrios, 2007) for target tracking

in dense wireless sensor networks is a two-layer Embedded Wireless Intercon-

nect (EWI) architecture platform that is adopted for high protocol efficiency,

where direct interactions between the application layer and the MAC layer

are exploited. In this approach, the transport and network layers are excluded

to simplify the protocol stack. A lightweight yet efficient target localization

algorithm is then implemented, with a QoS knob employed in the application

layer that controls the tradeoff between the target tracking error and network

energy consumption.

• App + Network: Brooks et al. propose location centric CSP (Collaborative

Signal Processing) approaches for target tracking sensor networks in (Brooks

et al., 2003) and (Moore et al., 2003), where a selected region instead of

an individual sensor node is activated. The approach uses local sharing of
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robust statistics that summarize local events. Local collaboration extracts

detection information such as time, velocity, position, heading and target type

from the summary statistics. Groups of nodes used for local collaboration

are determined dynamically at run time. Local collaboration information is

compared with a list of tracks in the immediate vicinity. A variation on

the nearest-neighbor algorithm associates detections to tracks. Zhang et al.

propose an optimized tree reconfiguration scheme for target tracking (Zhang

and Cao, 2004) adapted at the network layer but shaped by the tracking

application requirements.

• Network + PHY: By solving the throughput optimization problem into two

sub-problems: multi-hop flow routing at the network layer and power alloca-

tion at the physical layer, the authors (Yuan et al., 2005) propose a cross-layer

optimization of network throughput for multi-hop wireless networks. The

throughput is a function of the per-link data flow rates, which in turn de-

pends on the link capacities and hence, the per-node radio transceiver power

level. On the other hand, the power allocation problem is a function of the

interference as well as the link rate. Based on this solution, a CDMA/OFDM

based solution is provided such that the power control and the routing are

performed in a distributed manner. In (Seada et al., 2004), new forwarding

strategies for geographic routing are proposed based on the results in (Zuniga

and Krishnamachari, 2004). The authors provide expressions for the optimal

forwarding distance for networks with automatic repeat request (ARQ) and

without ARQ. The forwarding algorithms require the determination of the

packet reception rate of each neighbor in order to select the next hop and

construct routes accordingly.
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• Transport + PHY: In (Chiang, 2005), a cross-layer optimization solution for

power control and congestion control is considered. Based on this framework,

a cross-layer communication protocol based on CDMA is proposed, where

the transmission power and the transmission rate is controlled. However, the

proposed solutions apply only to CDMA-based wireless multi-hop networks,

which may not apply to WSNs as CDMA technology is not currently feasible

with battery powered sensor nodes.

• 3-Layer Solutions: In addition to the proposed protocols that focus on pair-

wise cross-layer interaction, more general cross-layer approaches among three

protocol layers exist.

1. TRANSPORT +MAC + PHY: In (Madan et al., 2005), the optimization

of transmission power, transmission rate, and link schedule for TDMA-

based WSNs is proposed. The optimization is performed to maximize

the network lifetime, instead of minimizing the total average power con-

sumption.

2. NETWORK + MAC + PHY: In (Cui et al., 2005), joint routing, MAC,

and link layer optimization is proposed. The authors consider a variable-

length TDMA scheme and MQAM modulation. The optimization prob-

lem considers energy consumption that includes both transmission en-

ergy and circuit processing energy. Based on this analysis, it is shown

that single-hop communication may be optimal in some cases where the

circuit energy dominates the energy consumption instead of transmission

energy.

3. App + Network + MAC: In (Choe et al., 2009), an integrated and adap-
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tive cross-layer data reporting scheme is proposed that supports infor-

mation quality of service in terms of good throughput performance and

stable data reporting at the end system. This is done by efficiently

controlling data reporting functions in communication layers considering

parameters from other layers. The main work of this paper focuses on the

QoS-aware data reporting tree construction scheme, called QRT, and the

QoS-aware node scheduling scheme, called QNS. QRT constructs a data

reporting tree based on the conditions of the end-to-end delay and the

traffic load to find data reporting paths from each cluster head, which

has already collected data from its cluster members, to a sink. QNS

schedules a certain number of nodes that are selected based on the QoS

requirements in a cluster to report data to its cluster head in a collision-

free manner.

Tian and Ekici (Tian and Ekici, 2007) propose an application-independent

task mapping and scheduling solution in multi-hop homogeneous WSNs,

Multi-hop Task Mapping and Scheduling (MTMS), that provides real-

time guarantees. Using their proposed application model, the multi-hop

channel model, and the communication scheduling algorithm, computa-

tion tasks and associated communication events are scheduled simulta-

neously. The Dynamic Voltage Scaling (DVS) algorithm is presented to

further optimize energy consumption. A similar optimization known as

EcoMapS (Energy-constrained Task Mapping and Scheduling) that in-

corporates channel modeling, concurrent task mapping, communication

and computation scheduling, and sensor failure handling algorithms is

proposed in (Tian et al., 2007).
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The Unified Role Assignment Framework (URAF) uses the concept of roles

which are tasks that are assigned to nodes in the network by way of rules. Rules

are metrics that identify performance requirements for any node and/or its neighbor

to be assigned a task (or a set of subtasks). The assignment of tasks to nodes and

their subsequent scheduling and execution is done at a layer above the network layer.

The metrics that are elicitepd from nodes for role-assignment may come from any

layer below the URAF abstraction layer. So, the framework assumes the existence

of a vertical cross-layer information data base that is maintained and updated by re-

spective layers. In that sense, the URAF layer is not intrusive and does not involve

special modification or customization of lower layers except addition of interfaces

to share the available information at each layer. However, specific customizations

that are expected by applications at other layers may be possible only by providing

customized protocol stacks that interface with the unified role-assignment frame-

work. In other words, we leave the application specific optimization of the behavior

of roles and their execution details to the programmer. These application specific

cross-layer protocol optimizations are abstracted as specialized roles (with their

respective rules for control) in the unified role assignment framework.

2.3 Generic Sensor Network Protocol Abstractions

In this section, we will discuss existing research on generic sensor network proto-

col abstractions. As mentioned earlier, a generic protocol abstraction is essentially

a framework that hides application specific optimizations of both individual layers

as well as across layers and exposes them to the application layer by way of control

interfaces provided as the middleware. In general, sensor network protocols are cus-

tomized to exploit both the application and the domain specific correlations to gain
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the maximum benefit. These benefits are usually in terms of energy savings, track-

ing efficiency in terms of delay and information quality, etc. Such customizations

usually result in these protocols embodying very different assumptions about net-

work stack composition and, as such, having limited inter-operability. It has been

suggested (Culler et al., 2005) that, in principle, wireless sensor networks would ben-

efit from a unifying abstraction and that if the architecture has a “narrow waist”

(as does the Internet architecture), then it could effectively decouple many aspects

of the application software from the underlying customizations at specific protocol

layers and differing sensor network platforms (operating systems and hardware).

Such a decoupling would be of great benefit given the rapid technological advances

in the sensor networks arena, particularly in heterogeneous deployments.

This section is organized as follows. We first briefly discuss the motivations

for a generic network abstractions for wireless sensor networks. These motivations

broadly fall under the application development and deployment flexibilities made

available to a domain expert to program a heterogeneous wireless sensor network

across diverse applications and deployment environments. The second subsection

discusses the generic requirements that can be minimally desired by any abstrac-

tion. In general, due to the application-specific utility of wireless sensor networks,

the flexibilities required from an abstraction may differ widely. Some may require

maximal control for the use and allocation of sensor network resources both at

the node level and at the network level, and across services and tasks executed

within the network. On the other hand, domain experts would still want all of

this but with minimal programming language complexity. Such tradeoffs are still

being explored by the research community and the variety of existing network ab-

stractions proposed and still under active development offer testimony of the fact
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that there are complex research issues still open in this area of active research.

In the third subsection, we develop a taxonomy of network abstractions to better

understand the classes of solutions at a high level. Using this taxonomy, we briefly

discuss representative network abstractions for every class of solutions. We also

identify to which class of network abstractions our unified role-assignment abstrac-

tion framework (URAF) belongs. In this process, we identify the features of URAF

abstractions and its limitations.

A detailed discussion that surveys the recent programming abstractions as ap-

plicable to the field of wireless sensor networks and their application requirements

is provided by Mottola and Picco (Mottola and Picco, 2010) and Sugihara and

Gupta (Sugihara and Gupta, 2008).

2.3.1 Motivations

Software architectures for networked sensors are typically concurrent and event

driven. However, event triggered programming models are not natural for program-

mers. This is because applications have to be written as explicit state machines,

which are difficult to understand and maintain. Hence sensor networks are noto-

riously difficult to program, given that they encompass the complexities of both

distributed and embedded systems. To address these problems, there is a need for

application developers to access generic network abstraction interfaces in the form

of programming language constructs. Besides programming flexibilities, we identify

the following motivations for generic programming abstractions for wireless sensor

networks:

• Programming incentives: Usually it is expected that the application developer

for a wireless sensor network application is more conversant with the domain
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knowledge than low level protocol details. Such domain experts need a gen-

eral purpose programming language that provides similar goals to higher level

programming for desktop and server regimes. These are usually: flexibility,

ease of development and debugging, and portability. However, since sensor

networks are resource constrained and highly customized across protocol lay-

ers, it becomes necessary that such programming languages be as natural a

fit for sensor networks as possible while significantly improving software pro-

ductivity, quality, and also the production of efficient, resource constrained

code.

• Modularized and adaptable interfaces across heterogeneous systems and di-

verse applications: With the diversity of wireless sensor network applications

and the facilities provided by network abstractions, it becomes necessary that

network abstractions be modularized and act as building blocks with each

other. In other words, no single abstraction may be completely generic such

that it supports all the requirements expected by any application across di-

verse domains and heterogeneous platforms. In such scenarios, a coherent

framework can be developed by programming requisite abstractions to col-

laborate with each other such that it supports the programming flexibilities

desired by any application (Mottola and Picco, 2010).

• Cross layer optimization flexibility: As discussed in the earlier section on cross-

layer optimization, sensor network applications can greatly benefit from the

ability to manipulate cross-layer protocol functionalities in order to minimize

resource usage while meeting another performance metric (Akyildiz et al.,

2002). Sensor network abstractions provide low level hooks (or interfaces)

to programmers along with specific usage templates for varying performances
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across for all scenarios.

• Standardization: A generic network abstraction can provide standardized ca-

pabilities across all stages of sensor systems development and deployment. In

general:

1. Application conception and requirements elicitation: A generic network

abstraction by way of its interfaces, its programming flexibility and also

by its adaptation capabilities across other abstractions eases the way sys-

tem requirements can be generated and mapped for a certain application.

Standardization of network abstractions in terms of these requirements

reduces the learning curve of developers and also reduces the time to

deployment.

2. Application development: With the availability of a generic set of stan-

dardized performance templates for every abstraction that hides opti-

mization across layers, development and debugging become easier. Also

a varying set of code-metrics including but not limited to the number of

lines of code (LOCs) are available to identify the complexity of the de-

velopment process and planning can be done accordingly for subsequent

stages.

3. Deployment and support: By supporting generic and standardized de-

bugging and testing strategies across network abstractions, post deploy-

ment support becomes less cumbersome. In other words, defects can be

clearly identified either in requirements or in the implementation. In

either case, mapping and resolving both kinds of defects is easier when

standardized sets of abstractions are used. Comparison and documen-
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tation of application performance across domains and differing scenarios

becomes concise and effective. This paves the way for developers to

gather experience from prior deployments and reduce errors.

2.3.2 Generic Requirements

The requirements from a network abstraction need to be considered from differ-

ent perspectives. These are application demands, architectural adaptability, level

of programming abstraction, level of resource control in terms of cross layer solu-

tions, and other generic distributed systems requirements such as fault tolerance

and reliability. We discuss these briefly:

• Application demands: Sensing applications may demand the following ser-

vices from the sensor network: sense or monitor a particular region, track an

event across a region, or sense and react under certain conditions. The services

can be executed periodically or they may be event triggered. Nodes may be

heterogeneous and adorned with differing capabilities for sensing, communi-

cation, computation, storage, and energy (battery powered or uninterrupted).

The network deployment may be static and regular or mobile with random

placement. The communication pattern may be many-to-many or many-to-

one. The former is the case for sense-and-react applications whereas the latter

is for sense-only applications such as data collection. The quality of sensing

desired may be based upon both the information quality and confidence mea-

sured in terms of both the number of samples and the number of sensors in

agreement with these samples. In addition to these, network abstractions

may need to consider the energy consumption for all activities needed to exe-

cute the service and optimize the use of resources such that application QoS
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is satisfied without significant depreciation in network lifetime. All of these

need to be made available as open interfaces for flexible control by application

developers without significant development and debugging overhead.

• Architectural adaptability: A network abstraction that interfaces with proto-

cols across layers and brings up control interfaces for tweaking by application

developers needs to adapt to both its evolution as well to its collaborative

usage with other protocol abstractions. The evolution of an abstraction is

more related to its software architecture in terms of its interaction with other

protocols across layers. A vertical abstraction that interfaces with every layer

through simple and generic interfaces is considered to be the least intrusive

approach. It gives both the protocol stack and the cross-layer abstraction to

evolve independently of each other as long as the provider-subscriber interface

between these two respective software subsystems are maintained. A horizon-

tal abstraction between an application and the layer below either does not

give much control or it achieves higher control flexibility only by intrusively

interacting with all layers. In any case, as discussed earlier, cross layer opti-

mizations, are usually not portable and a network abstraction ends up getting

tied to a specific protocol stack and is not generic. Hence network abstrac-

tions need to tradeoff between the amount of control flexibility they want to

open up for programming and its need to be portable and collaborative with

other abstractions based on different protocol stacks.

• Level of programming abstraction: At one extreme, low level programming

platforms and languages make programming cumbersome and error-prone. At

the other extreme, declarative approaches greatly facilitate programming but

restrict what can be done. In both cases, additional limitations include lack of
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support for concurrency, difficulties in changing applications, and insufficient

abstractions from low-level details. To address some or all of these limitations

a virtual machine (VM), which is a platform-independent programming ab-

straction, is developed for heterogeneous sensor platforms and applications.

Low level programming leaves the responsibility of message communication to

the programmer whereas in the case of declarative approaches (as well as in

VM abstractions), the programmer is either shielded from message handling

or messages are higher abstractions for the final data that is collected glob-

ally or regionally across neighbors. Thus, data sharing in low-level languages

needs to be managed at the node level whereas for other higher level abstrac-

tions it is addressed at the neighborhood, region, or network level. Similar

trends apply for both the computation scope and the communication aware-

ness. A programmer using a low-level abstraction can assign computation at

the node level and is aware of link level communications. On the other hand

at higher abstractions the computation is assigned to a group or region and

the communication awareness is implicit such that the programmer is com-

pletely oblivious of links, neighbors, and even routing. At such a declarative

level of abstraction, the sensor network is usually viewed as a database and

the programming is more similar to SQL.

• Cross layer hooks for fine-grained resource control: Resource allocation and

scheduling at node, neighbor, group or network level requires knowledge of

information maintained at various layers in the protocol stack. With WSNs

deploying nodes that are battery powered, preserving network lifetime gets

introduced as one of the important criteria to be optimized along with ap-

plication objectives. The lifetime of an ad hoc network is measured usually
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in terms of the time when there is a significant hole or partition in the net-

work such that a majority of the nodes are unreachable. Network abstractions

provide specific open interfaces for metrics they are optimizing for a certain

application. A low-level abstraction is basically an operating-systems level

abstraction and the optimization is more related to the way basic services

such as process or task scheduling, timers, memory, and device management

are implemented. A declarative abstraction as mentioned earlier provides re-

source control at a very high level in terms of the number of samples for a query

resolution, number of such queries initiated within an interval, and the period-

icity or longevity of the queries. Thus, declarative approaches are not suitable

for fine-grained resource control although specific underlying cross-layer op-

timizations may have been abstracted away from the application developer.

Usually these hidden optimizations relate to the way the query is dissemi-

nated to nodes in the network, the way replies are collected and aggregated

from neighbors and transmitted back to the sink.

• Generic distributed systems requirements: These relate to the general prob-

lems in distributed systems where continuous coordination for the use of

shared resources is required to be achieved without any conflicts or dead-

locks. These challenges are related to fault-tolerance. Specific examples of

related problems include consensus problems, Byzantine fault tolerance, and

self-stabilization. All these problems need to be efficiently resolved in terms of

space, time, and communication complexity for sensor networks, and handled

effectively by application developers controlling the use of a set of program-

ming abstractions.
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2.3.3 A high level taxonomy: Abstractions, Programming Languages, Virtual Ma-

chines, Middleware

For ease of understanding, we have classified existing sensor network protocol

abstractions in a layered manner resembling standardized protocol stacks. As seen

in figure 2.2, the taxonomy includes both generic as well as specific (or non-portable)

sensor network abstractions. The specific abstractions are basically cross-layer pro-

tocol optimizations that are relevant only for a specific application and context that

include a specific deployment environment, hardware, and software capabilities. As

these are non-portable and application specific, the solutions fall under the category

of cross-layer optimizations that we discussed in section 2.2.

The current trend is toward a thin, flexible, simple, and high level yet control-

rich generic programming abstraction. The taxonomy shown in figure 2.2 represents

a range of abstractions from the lowest OS/instruction level that are programmed

by threads/functions or virtual machines (VMs) to the highest network and/or mid-

dleware programmed at a macro level. Depending upon the level of abstraction,

programmers will have the ability to address the fundamental operations such as

communication, computation, and data access (and sharing) within a specific pro-

gramming paradigm supported by the abstraction. The programming constructs

supported by several programming paradigms allow a programmer to represent the

individual elements of a program such as variables, functions, or steps that compose

a computation i.e. assignments, and iterations. A survey of the state of the art in

network abstractions (Mottola and Picco, 2010) reveals three major programming

paradigms:

1. Imperative: Here the programming constructs require the programmer to deal

with state and event driven programming at node level. At another end, the
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Figure 2.2: Sensor Network Abstractions Taxonomy
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imperative approach has been considered to include sequential programming

where the programmer instead views the system as a network and is not

required to get into lower level event handling and state transitions.

2. Declarative: Here the programmer describes the application processing with-

out actually specifying how it is accomplished. Declarative approaches include

functional, rule-based, SQL-like, and other special purpose language mecha-

nisms.

3. Hybrid: this is a combination of the above programming paradigms.

In the next subsection we will discuss representative examples of network abstrac-

tions for each category identified in the taxonomy shown in figure 2.2. In particular,

we will discuss the flexibilities offered by the framework both in terms of ease of pro-

gramming and the richness of the abstractions in providing appropriately grained

high to low level resource control.

2.3.4 Survey of representative programming abstractions

Node level abstractions

The lowest level abstraction is essentially a node level programming model that

is abstracted by an operating system such as TinyOS (Hill et al., 2000) or a node-

level programming language above it. TinyOS is the most widely used operating

system in wireless sensor network applications. It is written in nesC (Gay et al.,

2003), which is a variant of C. It is a component based OS allowing modular pro-

gramming. Using two types of components, modules and configurations, along

with commands and event based interfaces, a programmer is given the flexibility to

wire different components together. This is done by connecting interfaces used by
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components to interfaces provided by others. In the former case, the component

(known as the user) using the command interface of other components (known as

providers) is required to implement the event handlers for the respective providers.

In this way, nesC supports encapsulation between modules as programmers are

freed from being aware of whether modules are implemented in hardware or soft-

ware. However, as the level of abstraction is very low and since TinyOS excludes

blocking operations, even simpler programs need to deal with the rigorously event-

based programming approach. The communication primitives in nesC are provided

by the set of Active Messages (AM) interfaces. In Active Messages, messages are

tagged with an identifier that specifies which component must process them upon

reception. Since nesC is non-blocking, programmers are forced to deal directly with

message parsing, serialization, packet buffering, and even scheduling and handling

unreliable 1-hop/broadcast transmissions and receptions. The mechanisms imple-

menting AM interfaces are usually tied to a specific MAC layer (Ye et al., 2002b)

and radio chip (Polastre et al., 2004). Although a lot of sensor APIs are provided

for different types of sensor hardware, interfaces for actuators are still evolving. In

summary, although a raw level of control is provided to the programmer, this level

of abstractions entails higher application development and debugging complexity.

The complexity introduced at the node level programming by TinyOS/nesC are

resolved by other abstractions in a number of ways. First, in order to overcome un-

reliable communication for both 1-hop unicast and broadcast, a suite of multi-hop

protocols for data collection and dissemination (Intanagonwiwat et al., 2000) (Ye

et al., 2002a) have been developed atop the Active Messages interface. In order

to reduce or eliminate the complexity of state/event based asynchronous program-

ming, additional software engineering by adding more layers for extending the event
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model has been proposed. T2 (Levis et al., 2005b) is a new version of TinyOS that

provides a new abstraction boundary that supports a telescoping abstraction for

application programming. This is a hybrid approach consisting of horizontal de-

composition for the lower level to support various types of hardware devices and

vertical decomposition to support higher level platform independent functionality

for various hardware platforms. Another prior approach is SNACK (Greenstein

et al., 2004) that provides reusable service libraries for programmers to combine for

building applications. Services in SNACK are similar to configurations in nesC but

are more customizable through the availability of parameterizable configurations.

Thread based abstractions eliminate the asynchronous event-driven and non-

blocking related complexity of nesC by supporting statically allocated threaded

blocking execution contexts. The event driven model is more suitable for allowing

the microcontroller to sleep as much as possible, thereby achieving energy efficiency.

Although thread abstraction often simplifies the programs significantly, its major

limitation is its need for static allocation of per-thread stack which is often too

expensive in terms of memory space. A number of thread based programming

abstractions have been reported in the research literature. Thread-based abstrac-

tions include Fiber (Welsh and Mainland, 2004), Mantis OS (Bhatti et al., 2005),

TinyThread (Mccartney and Sridhar, 2006), Protothreads (Dunkels et al., 2006),

and Y-Threads (Nitta et al., 2006). These differ in terms of the number of features

provided such as lightweight concurrency support, preemptive time-sliced multi-

threading, cooperative multithreading, and efficient per-thread stack (or stackless)

allocations.
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Virtual machine based abstractions

Virtual machines based programming abstractions for sensor networks not only

provide platform independence and isolation but also node/network reprogram-

ming by way of dynamically injecting new codes into each on-site node. There are

interpreter-based virtual machines that are customized for a specific application

in order to reduce the number of instructions (or the size of the assembly code)

transmitted to each node. This reduces the communication overhead and hence

minimizes energy usage. Maté (Levis and Culler, 2002) and ASVM (Levis et al.,

2005a) are stack-oriented application-specific virtual machines implemented on top

of TinyOS. On the other hand Melete (Yu et al., 2006) extends Maté by supporting

multiple concurrent applications. Additionally, VMStar (Koshy and Pandey, 2005)

is a virtual machine that supports the dynamic update of the system software such

as the VM itself along with updates to the application code.

At a higher level of abstraction i.e. the middleware, a virtual machine can fur-

ther reduce the code size in addition to realizing the benefits of specific application

customizations. Examples of middleware level VMs include Impala (Liu and Mar-

tonsi, 2003) and SensorWare (Boulis et al., 2003). Impala is a middleware designed

for the ZebraNet project (Juang et al., 2002) and its modular design supports easy

and efficient on-the-fly reprogramming via a wireless channel. SensorWare uses Tcl-

based control scripts as the reprogramming language and uses a high-end hardware

platform as compared to Maté/ASVM.

A virtual machine provides platform-independent execution models for applica-

tion development. TML (Token Machine Language) (Newton et al., 2005) is one

such intermediate language that provides a distributed token machine (DTM) as

the execution model where each node sends and receives tokens to/from other nodes
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and the associated token handler is executed upon receiving a token. TML along

with its DTM execution model semantically supports a much higher level program-

ming constructs compared to the low-level constructs provided by nesC. TML thus

seems to make programming much simpler for domain experts.

Group level abstractions

Group level abstractions relinquish node-level resource control to gain lower

complexity in application development. Resource control at the node level requires

the programmer to trade off specific node operations such as computation, com-

munication, and storage for energy savings. As discussed earlier, the development

complexity at the node level requires high technical expertise not only at the do-

main level but also at the platform level. Group level abstractions reduce all these

operations to shared computation and data sharing. The programmer is now made

completely agnostic of the communication complexities. The formation of the group

and its maintenance is managed by a lower level group management protocol.

Group level abstractions can thus be classified based upon how groups are

formed. In the survey by Mottola and Picco (Mottola and Picco, 2010) and Sugi-

hara and Gupta (Sugihara and Gupta, 2008), group based abstractions in general

have been classified into neighborhood based abstractions and logical based abstrac-

tions. The neighborhood abstraction is based on physical wireless proximity usually

within 1-hop or within direct radio range. The logical abstraction is based upon

some logical relationship among members in a group such as required node features

in terms of types of sensors and/or actuators. However such a logical relationship

among requisite sensors is also complemented by those sensor readings that are in

certain conformance (agreement or otherwise) to an event that is being monitored
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or tracked.

Physical proximity-based group abstraction is essentially a representation of the

localized nature of distributed protocols that are typical of applications executed

in an ad hoc wireless sensor network. It fits well with the broadcasting nature of

wireless communication and enables efficient communication within the group. In

essence, physical neighborhood represents an abstraction that is one level below

the organized network architecture. With this abstraction, the programmer gets

an extra flexibility to organize the network according to the requirements of the

application. However, with this level of abstraction, group management in the

presence of node and event mobility becomes challenging and entails higher logical

complexity for the programmer. Maintenance of collective state and its eventual

migration across groups in case of target tracking also adds to the complexity.

Logical group based abstractions on the other hand are dynamic and much

broader than neighborhood based abstractions that are based on physical closeness.

Instead, a logical group uses higher level logical properties that include the type of

nodes, sensor inputs about the dynamic and ambient environment, and the volatility

of group membership. Logical groups are addressed by way of indirections which

refer to the event they are currently monitoring or tracking. In other words, events

determine the creation, movement, and the persistence of a group. Node attributes

that are relevant to the event at hand are logically exported across nodes (multi-

hop) and are logically made available as group level attributes. Group formation is

essentially a sort of predicate that is run across nodes in the vicinity of the event

and these predicates specify required group properties or attributes. A dynamic and

distributed group management protocol revolving around these logical attributes is

supported by the programming abstraction and the programmer needs to simply
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identify required logical group properties for an application desired event.

The unifying link abstraction for WSNs (Polastre et al., 2005) is one of the

neighborhood based lower layer thin waist architectures that abstracts a broad

range of link-layer technologies (B-MAC on mica2 and IEEE 802.15.4 on Telos)

and supports a wide variety of network protocols and while avoiding significant loss

of efficiency. This is done by exposing sets of packets, exerting simple reliability

and urgency controls, adapting to congestion and loss after concerted effort, and

by cooperating in neighbor management and schedule formation. Network protocol

designs can thus be done at a fairly high level by application developers without

concentrating on link specifics. Moreover, these protocol optimizations are agnostic

on the underlying link layer technology. The authors provide experimental evidence

of power-aware network protocols expressed in terms of their link layer abstractions

being mapped efficiently to very different link-level power management mechanisms.

Abstract Regions (Welsh and Mainland, 2004) and Hood (Whitehouse et al.,

2004) provide a higher level neighborhood based abstraction compared to the link

based abstraction. The programming interface of Abstract Regions provides neigh-

borhood discovery, variable sharing via a Linda-like (Gelernter, 1985) tuple space,

and also MPI-like reduction operations. In Abstract Regions, groups are defined

either topologically (e.g. n hops), geographically (e.g. k-nearest neighbor), or by

their combinations. Hood defines a similar set of operations as Abstract Regions,

but uses a one-hop neighbor as the sole option for group definition. Abstract Re-

gions also provides a way to tune the tradeoff between resource consumption and

accuracy in its runtime component.

Kairos (Gummadi et al., 2005) supports a centralized and imperative program-

ming language as extensions to the Python language where constructs are provided
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to iterate through the neighbors of a given node, and communication occurs by

reading or writing shared variables at specific nodes. The application processing

is expressed as pairwise interactions between neighboring nodes which in a way

resembles the high-level localized behavior of generic sensor network algorithms.

Another approach for sharing data is based on the popular tuple space abstraction

known as Linda (Gelernter, 1985). A tuple space is a shared memory space where

different processes read/write data in the form of tuples. TeenyLime (Costa et al.,

2007) using the tuple-based abstraction, supports an asynchronous programming

model similar to nesC atop TinyOS. This means that Teeny-Lime operations are

non-blocking and return their results through a callback. Tuples are shared among

nodes within radio range. In addition to Linda’s operations to insert, read, and

withdraw tuples, reactions allow for asynchronous notifications when data of inter-

est appears in the shared tuple space. Similarly, capability-based tuples are also

provided that enable on-demand sensing that reduces energy consumption by avoid-

ing the need to keep sensed information up to date in the shared tuple space in the

absence of data consumers. TeenyLime constructs have been used and extended

to develop not only stand-alone applications but also system level services such as

routing protocols. This has been demonstrated by the real-world deployment used

to monitor heritage buildings by Ceriotti et al. (Ceriotti et al., 2009).

Snlog (Chu et al., 2007) is a rule-oriented declarative approach inspired by log-

ical programming constructs such as predicates, tuples, facts, and rules. Similar

to the format of records specified by tables in relational databases, predicates in

SnLog specify schemas for data as ordered sequences of fields. Tuples represent the

actual data which are similar to instantiated records in database tables. Facts are

particular tuples that are instantiated at system start-up, whereas rules express the
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actual processing. Distributed executions are described using a location specifier

which maps to a node hosting a tuple and/or a rule. To support low-level resource

control, nesC code can be linked to the rule engine. Similar to TeenyLime, Snlog

has been used at different levels of the protocol stack, to implement services such

as target tracking and routing.

EnviroTrack (Abdelzaher et al., 2004) is a logical group-based programming ab-

straction specifically for target-tracking applications. Its underlying object-based

programming framework known as EnviroSuite (Luo et al., 2006) uses objects to

represent physical entities in the environment. In other words, addresses are as-

signed to physical events and a one-to-one mapping between objects and physical

entities are maintained as they move in the environment. A group is a collection of

sensors that sense the event and are thus uniquely responsible for its corresponding

object representation. A leader is elected among members of the group sensing the

moving target and this leader is responsible for collecting data from group members,

performing necessary computations, and also managing group management in the

presence of event mobility. Similar to Abstract Regions and Hood, EnviroSuite also

supports relevant data sharing and aggregation facilities. Additionally, it provides

a sophisticated distributed group management protocol based on routing trees, to

maintain objects bound to a fixed set of nodes and a mechanism to support objects

mapped to moving entities.

Logical Neighborhoods (Mottola and Picco, 2006) is a programming abstraction

that allows a programmer to define a node’s neighborhood based on the logical

properties of the nodes in the network instead of their physical position. In other

words, a node is logically represented in terms of several node attributes it exports

to its neighbors. These attributes include both static (e.g. node type) and dynamic
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properties (e.g. sensor readings). A logical neighborhood is defined using predi-

cates over node templates. Nodes periodically disseminate their logical profile, that

is, their list of current attribute-value pairs. To avoid flooding the entire system,

the underlying protocol exploits the redundancy among similar profiles to limit the

spreading of information. The definition of Logical Neighborhoods is supported by

a declarative programming language called Spidey. Spidey provides programmers

with predicate based constructs to identify logical neighborhoods that are based on

a certain set of attributes such as the number of hops and the desired communica-

tion costs. Spidey provides communication APIs within the logical neighborhood

and also an efficient routing mechanism. Programmers interact with the nodes

in a logical neighborhood that mimics the traditional broadcast-based communi-

cation. Instead of the nodes within radio range, however, the message recipients

are the nodes matching a given neighborhood definition. Therefore, programmers

still reason in terms of neighboring relations, but retain control over how these are

established. Logical Neighborhoods is suited to the highly heterogeneous and de-

centralized scenarios typical of sense-and-react applications, where the processing

often revolves around programmer-defined subsets of nodes.

ATaG (Bakshi et al., 2005) is a programming model that has its core program-

ming notions based on abstract task and abstract data. A task is a logical entity

encapsulating the processing of one or more data items, which represent the in-

formation. Different copies of the same task may run on different nodes. The

flow of information between tasks is specified declaratively with abstract channels

connecting a data item to the tasks that produce or consume it. The code in a

task is written in an imperative language, and relies on a shared data pool for

local communication, allowing tasks to output data or to be notified when some
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data of interest becomes available. It thus features a hybrid programming interface

wherein the communication among tasks executed on separate nodes is described

in a declarative manner whereas the local node computation is expressed using an

imperative language. ATaG enables programmers to express multi-stage incremen-

tal data-centric processing. In general, ATaG is suited to applications that employ

both sensors and actuators. In such scenarios, complex operations are needed on

the sensed data from various sources for the actuators to make a decision. The

programming abstraction supports a compiler that processes input such as the de-

scription of tasks and channels, flow of data associated to them, and the location

of the nodes. Using this information, the compiler outputs an optimal allocation of

tasks to nodes. ATaG however is limited and requires the programmer to support

a appropriate routing scheme for the specific application and target environment.

The Generic Role Assignment (GRA) (Frank and Romer, 2005) (Frank and

Romer, 2006) abstraction supports a declarative programming language that allows

roles to be identified among neighbors in the network based on a certain set of pro-

grammer specified logical attributes. It is a language specific extension of the Role

Based Hierarchical Self Organization protocol (RBHSO) (Kochhal et al., 2003) and

in essence supports dynamic self-configuration of WSN according to programmer-

specified requirements. Similar to RBHSO, GRA considers a role specification as

a list of role-rule pairs. For each role, the corresponding rule describes the condi-

tions for the role to be assigned to the local node. Rules are expressed as boolean

predicates referring to the properties of the node considered. To account for chang-

ing node properties and network dynamics, the role specifications are periodically

re-evaluated and are also initiated dynamically whenever the role or properties of

neighbors change. Similarly, distributed protocols are provided to trigger role re-
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evaluation based on topology changes. GRA however leaves the concerns of lower-

level data collection and dissemination to other complementary solutions. Hence

GRA does not support complete application development and is expected to be

used in conjunction with other approaches.

Finally, there are other related logical group based programming abstractions

such as Regiments (Newton andWelsh, 2004) (Newton et al., 2007), RuleCaster (Bischoff

and Kortuem, 2007), Spatial Programming (Borcea et al., 2004), snBench (Ocean

et al., 2004), and Virtual Nodes (Ciciriello et al., 2006). The survey by Mottola

and Picco (Mottola and Picco, 2010) discusses these abstractions in relation to both

the programming language taxonomy and the programming abstraction taxonomy

with particular emphasis to their applicability across several application domains

and sensor network platforms.

Network/Macro level abstractions

Network level abstractions considers programming at a macro level that is higher

than group, node, or link-level abstractions. Since applications on sensor networks

are data-oriented, the database approach is an intuitive abstraction at the macro

level. TinyDB (Madden et al., 2005), Cougar (Bonnet et al., 2000) (Yao and Gehrke,

2002), SINA (Shen et al., 2001), MiLAN (Heinzelman et al., 2004), and DSWare (Li

et al., 2004) are the representative macro-level programming abstractions from the

research literature that we will briefly discuss in this section.

TinyDB and Cougar are two of the earliest examples of high-level database

oriented abstractions for sensor network programming. They allow users to issue

queries in a declarative SQL-like language. A routing tree spanning all nodes in the

network is maintained and is used to route queries injected from the base station.
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The routes are then decorated with meta-data to provide information on the type

and nature of data sensed by nodes in a specific portion of the tree. To achieve

energy efficiency, Cougar pushes selection operations to the sensor nodes so that

they can reduce the amount of data to be collected. TinyDB, on the other hand,

interleaves data sampling and transmission scheduling at different levels of the tree

to minimize power consumption without affecting the quality of the reported data.

SINA extends the SQL programming interface for the database abstraction by

allowing users to explicitly embed tasks for nodes in the network. This is achieved

by way of embedding scripts written in an imperative language called SQTL (Sensor

Querying and Tasking Language) in the SQL query. This hybrid approach therefore

supports greater programming flexibility by allowing more complex collaborative

tasks.

MiLAN provides programmers of health monitoring applications the flexibility

to trade system lifetime for data quality. In MiLAN, an application submits a query

with a QoS requirement, where the QoS of a variable is a function of the specific

sensors used to compute the variable’s value. In other words, QoS is defined by

the level of predefined reliability with which each sensor can measure some basic

attributes. In order to accommodate changing application requirements over a

period of deployment, MiLAN models these changes in terms of a state machine

with different QoS requirements associated with different states. In response to an

application query with the QoS based on the desired quality of data, MiLAN creates

an execution plan that involves creating a routing tree rooted at the source and a

feasible set of sensors. This subset of nodes is computed such that they collectively

provide a QoS greater than or equal to the minimum acceptable by the application

while simultaneously maximizing energy efficiency.
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DSWare is a message passing QoS-aware middleware that is geared toward real-

time applications for detection of sporadic events. Programmers are provided with

a form of publish/subscribe (Eugster et al., 2003) SQL constructs that specify sub-

scriptions expressing the characteristics of the phenomena of interest and register

them with DSWare. The user is then notified upon the occurrence of an event by

way of another higher level notion of events which allows programmers to infer the

occurrence of a phenomenon from raw sensor observations. For example, an event

can be defined as the composition of two physical sub-events occurring within a

specific time interval. Similar to QoS support in MiLAN, DSWare has a notion of

confidence about event detection that fine tunes the relationships among sub-events,

that is, their relative importance or fitness to a pattern. DSWare also supports real-

time semantics where users can specify the time constraint in terms of the latency

until getting a notification after detecting an event. Subscriptions are propagated

in the network and a routing tree is built as a consequence that connects the base

station to the relevant sensor nodes. To minimize energy consumption, DSWare

eliminates redundant transmissions for subscriptions to the same data by merging

routing paths leading to different base stations. It also takes advantage of differ-

ing subscription rates and supports real-time delivery of event notifications by way

of the earliest-deadline-first scheduling mechanism. An alternative, energy aware

scheduling technique is also provided for events with relaxed delivery constraints.

Comparison of URAF with other abstractions

The Unified Role Assignment Framework (URAF) can support a GRA like

declarative programming language for its role selection mechanism which is ab-

stracted by way of rules. However, URAF gives the programmer flexibility to log-
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ically address a region of roles as a complex role. This aspect is similar to Logical

Neighborhoods where the programmer is agnostic of the node-level communications.

In other words, the set of roles within a region that are abstracted as complex roles

can span any number of hops and the hop-by-hop communication among nodes is

hidden from the programmer. The task make up for any role is a lower level control

flexibility that the programmer can exercise. This role-based task composition is

similar to the ATaG compiler that requires the programmer to specify both the data

and the tasks that operate upon it. In essence, the data-oriented nature of sensing

applications imposes upon the programmer a greater complexity if there was a need

to program the behavior of a role in terms of task and data. The level of resource

control is limited only to the level of fine-grained resource usage estimation of any

role both at the node and network level. Data sharing among nodes is accomplished

through message passing. Role execution by way of tasks is non-blocking and is

taken care of by a generic role-state machine that is hidden from the programmer.

Services are scheduled in terms of roles where there are specific slots allocated for

service requests, service execution by way of roles, and role feedback (or repair).

Currently, a periodic schedule limits the use of the URAF framework to sense-only

applications that require periodic monitoring. Moreover, a definitive domain de-

pendent model is needed for both the role-execution time and its resource usage in

order for URAF to be resource aware both in terms of time and energy.

2.4 Related role-based concepts in distributed systems

In this section, we discuss the concept of roles as jobs or tasks assigned to workers

or agents in a distributed multi-agent systems (MAS). In general, roles represent

the task assigned to an entity or agent in a MAS system. Specific MAS-oriented
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examples include AI based role formulation and assignment for RoboCup (Stone

and Veloso, 1999), P2P organization and structuring for content management and

retrieval (Victor, 2004), and role organization and assignment in WSNs (Vinyals

et al., 2010).

2.4.1 Role Abstraction

A role-based abstraction is a logical abstraction of a transient task assigned to

an entity in a distributed system. Besides task assignment or placement, a role also

captures the behavior of the task according to local network situation. In general,

such a behavior depends upon a specific application domain. For example, in case

of RoboCup where robots coordinate among each other to play soccer, the roles

abstracted include defender, forwarder, attacker, blocker, etc.

The assignment and the transient behavior of the roles is dependent upon the

optimality of an entity in the distributed system to play a certain role such that

overall team performance is improved and the end goal of producing a win becomes

feasible. A role allocation algorithm thus involves an optimal allocation of a set of

roles to robots such that the team of players stand a greater chance to score a goal

against the opponent and win the game.

Similar abstractions are modeled for WSNs depending upon the application. For

example, in the case of static wireless sensor deployment, besides the remote sink

role, other topology-based roles include the cluster head, cluster members, cluster

gateway, and a hierarchical regional cluster (that acts as a router) for cluster heads

in a specific region. For a specific service, additional application specific roles could

be deployed. For example, for monitoring and data aggregation, roles such as

sensing collaborator, sensing coordinator or data aggregator may also be assigned.
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In case of node or event mobility, specific roles could be defined that include route

manager and track manager, respectively.

2.4.2 Role Identification: Rules, Metrics, Utilities

The identification of roles can be based upon a specific rule that incorporates

either an individual or a weighted set of performance metrics expected of that

role. Since role formulations are in essence a priori knowledge based (both domain

and application specific) requirements for a certain task, their criteria for selection

are also implicit in the role expression. In other words, the conditions needed

for a role assignment, reassignment (or repair), and removal are part of its role

specification (Tambe, 1997). Usually, distributed systems use a set of rules where

each rule specifies a certain criteria in terms of a desired performance metric. These

rules are then ordered as per the relative importance for a specific role. At times all

the rules can be grouped into a single rule representing a weighted set of metrics.

In this case, the weights specify the importance of a certain performance criteria

over another for the selection of a specific entity for a role.

Utility is one of the unifying concepts from economics, game theory, and oper-

ations research that allows an entity (across all application domains) to somehow

internally estimate the value (or cost) of executing an action. It is variously called

fitness, valuation, and cost. With multi-robot research, the calculation of utility can

vary from sophisticated planner-based methods (Botelho and Alami, 1999) to sim-

ple situational sensing-based metrics (Gerkey and Matarić, 2002). In the RoboCup

domain, it is common to compute utility as the weighted sum of several factors,

such as distance to target position, distance from the ball, and whether the team is

on offense or defense. A similar utility estimation based on appropriate application
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domain specific metrics is also carried out in every task or role-allocation algorithms

for wireless sensor networks (Byers and Nasser, 2000).

2.4.3 Role Assignment (RA) techniques

The assignment of roles benefits from global information, however, due to the

real-time communication constraints, role assignment problems need to be solved in

a distributed manner with local information. In general, solutions to classical cov-

erage, clustering, and in-network data aggregation problems in wireless sensor net-

works are essentially distributed role assignment problems. The coverage problem

in wireless sensor networks can be modeled as the “art gallery problem” (Rourke,

1987), which can be stated as determining the minimum number of guards required

to cover the interior of an art gallery. Accordingly, it has been shown to be an

NP-hard problem for wireless sensor networks as well (Slijepcevic and Potkonjak,

2001). Another well known problem related to sensor networks is the “facility lo-

cation problem” (Drezner and Hamacher, 2004), where a set of facilities needs to

be optimally placed in order to minimize transportation costs. This problem is also

similar to covering an area in a WSN with the minimum set of sensor nodes for

both sensing and forwarding.

The typical communication paradigm for wireless sensor networks considers a

group of nodes sensing the environment, collaborating with each other to discard

spurious events, and then forwarding and aggregating the genuine sensing data

enroute in a multi-hop manner toward the remote sink or base station. This under-

lying sensor network paradigm entails nodes in the network playing different roles

per local requirements. These requirements manifest from both the application and

the network. Applications for wireless sensor networks require sensing, monitoring,
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and tracking services to be optimized along with network lifetime. These sensing

related services are resolved as role assignment for both optimal sensing coverage

and data aggregation. The network related requirements include the application

specific topological organization of the nodes in the system. This role-based struc-

turing of the underlying network imposes specific requirements from routing and

network maintenance. In general, energy efficiency is the single most important

requirement for role assignment in an ad hoc wireless sensor network.

Role assignment assumes that nodes are aware of the generic role specification

and the criteria for their selection. This is followed by an initial static role assign-

ment for neighbor discovery. In this neighbor discovery process, nodes exchange

their properties. These properties are part of the role specification discussed ear-

lier. The neighbor discovery process is run periodically and also on-demand with

nodes joining and leaving the network. This is then followed by a role assignment

phase, which assigns roles for meeting a specific application requirement. Role

assignments are re-evaluated proactively (that is periodically) or reactively in re-

sponse to changes in node properties or sensing event dynamics. Both distributed

and centralized solutions exist for role assignment.

The role-based hierarchical self-organization (RBHSO) (Kochhal et al., 2003)

protocol employs the use of rules that elicit the list of metrics a node should recur-

sively compete with in order for it to be locally dominating among its peers for a

particular role. These rules are used to efficiently self-organize a network hierar-

chy with specific assignment of roles (or tasks) to sensors based on their physical

wireless connectivity and sensing characteristics (Kochhal et al., 2004). It extends

the hierarchical connected dominating set (CDS) construction algorithm to set up

a hierarchical self-organization architecture that establishes a network-wide infras-
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tructure consisting of a hierarchy of backbone nodes, and sensing zones that include

sensor coordinators, and sensing collaborators (or sensing zone members).

TinyCubus (Marrón et al., 2005) incorporates a role specification algorithm

defined by a generic specification language. A set of rules defines the necessary

conditions for the assignment of roles. To assign roles to sensor nodes, it is necessary

to take into account role specification and sensor node properties. For TinyCubus,

role specification is a list of rule pairs. For each possible role, the associated rule

specifies the conditions for assigning this role. All nodes in the network have a

copy of the same role specification. An instance of the role assignment algorithm

is executed in each node of the network, triggered by property and role changes on

nodes in the neighborhood, the algorithm evaluates the rules contained in the role

specification. If a rule evaluates to true, the associated role is assigned. Similar

techniques to generalize the role-assignment process have been proposed in (Frank

and Romer, 2005).

DFuse (Kumar et al., 2003) is a framework for distributed data fusion that con-

siders the problem of maximizing network lifetime for data aggregation using role

assignment. It uses a tree-based organization in which parent nodes with higher

energy act as data collectors. The network is optimized periodically through role

migration. The algorithm has three main phases: (1) näıve tree building where

the root node urges to its neighbors to create sub-trees. This process is repeated

recursively until tree build stops at the leaf nodes (data producer nodes), (2) opti-

mization phase where every node hosting a fusion point role is responsible for either

continuing to play that role or transferring the role to one of its neighbors. This

decision is taken solely by the fusion node based upon local information, and (3)

maintenance phase which repeats periodically and executes the optimization phase
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to allow nodes to change their role in accordance with change in node or network

properties.

The research presented in (Bhardwaj and Chandrakasan, 2002) generalizes bounds

for data aggregation in sensor networks with specified topology and source move-

ment. These bounds were derived by employing the formalism of feasible role as-

signments (FRAs). The idea is based upon the fact that there are only a finite set

of assignments of roles to nodes that allow sensing in a non-redundant manner. A

computationally intensive offline linear programming technique was used to finalize

an FRA among all possible FRAs such that network lifetime is maximized. How-

ever their technique is based on a class of role assignment problems that permit

a transformation to linear programs based on network flows that can be solved in

polynomial time. It is therefore important to realize that not all role assignment

(RA) problems can be similarly transformed. However it is applicable to several

practical RA problems for pure routing, non-hierarchical and constrained hierarchi-

cal aggregation, multiple or moving sources, and sources with specified trajectories.

A similar centralized solution presented in (de Souza and Mateus, 2006) proposes

solutions maximizing system lifetime for data aggregation in WSNs. This work

presents an optimization model and a genetic algorithm for solving coverage and

routing by way of role assignment. This joint optimization problem is modeled as a

mixed-integer linear programming problem, that can be solved through optimization

software available in the market (CPLEX). A heuristic technique based on genetic

algorithms was also proposed as an alternative. In (Dasgupta et al., 2003), topology-

aware role placement for maximizing system lifetime for monitoring applications has

been proposed. The RA algorithm is based on a distributed implementation of the

force-directed/potential-field based approaches in robotics/graph drawing (Battista
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et al., 1999).

2.5 Summary

In summary, currently the research in wireless sensor networks is oriented toward

a cross-layer programming abstraction that allows programmers to perform resource

control for expressing energy-efficient network services. The concept of roles allows

a programmer to deal with the assignment and scheduling of tasks to nodes or

group of nodes in the network. We have proposed the Role-based Hierarchical Self-

Organization as the underlying network architecture that allows programmers to

construct an application specific architecture based on a newly developed sensing

metric known as sQoS.

Programmers will find it difficult to trade off ease of programmability with

the difficulty of using low-level cross-layer controls for achieving the desired perfor-

mance. This is because of the multi-domain application of wireless sensor networks.

Also, with the availability of a multitude of sensor network platforms (both hard-

ware and software) and a variety of algorithms in the literature for efficient per-

formance of several sensor network services, it is unmanageable even for a domain

expert to achieve programming tractability. Under these conditions, it is expected

that for every application domain and sensor platform, a set of templates can be

standardized for a variety of network sizes and application performance levels. This

should relieve programmers of the technical domain expertise, and will also give

them a starting template of a recommended algorithm and parameters to tweak for

a specific application. Future research efforts will be aimed at the standardization

of service templates for heterogeneous sensor networks.
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Chapter 3 – Role-based Hierarchical Self Organization

for Wireless Sensor Networks

Recently research efforts in wireless sensor networks have focussed on ideas in-

volving the possibility of coordinating the activities and reports of a large collection

of tiny sensor devices. Efficiently self-organizing a network hierarchy with specific

assignment of roles (or tasks) to sensors based on their topological wireless connec-

tivity and sensing characteristics is an important and challenging problem. In this

chapter, we extend the hierarchical connected dominating set (CDS) construction

algorithm, proposed by Jie Wu, to develop our role-based hierarchical self organiza-

tion (RBHSO) algorithm for wireless sensor networks. The resulting self-organized

sensor network establishes a network-wide infrastructure consisting of a hierarchy

of backbone nodes, and sensing zones that include sensor coordinators, and sensing

collaborators (or sensing zone members). We demonstrate the effectiveness of our

design through simulations.

3.1 Self-organization preliminaries

In this section, we discuss the elementary concepts of network self organiza-

tion as applicable to the regime of wireless sensor networks. These concepts serve

as the necessary foundation for understanding developments in the area of sen-

sor network self organization. For ease of understanding, we have classified these

basics into sensing and network organization concepts. We also formalize the nec-

essary steps (or protocols) that fall under the unified umbrella of sensor network
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self-organization.

The sensing concepts also known as the sensing phenomenon (Kochhal et al.,

2004) are concerned with the characteristics of the sensors, the events to be detected,

and their topological manifestations both in the spatial and the temporal domains.

For example, it is obvious that sensors in close proximity to each other should

have correlated readings. A temporal dual of this observation implies that sensor

readings among neighboring sensors also have some correlation within some nearby

time intervals. In addition to supporting the properties associated with the sensing

phenomenon, it is also necessary to support hierarchical event processing in order to

have an incremental comprehensive global view of an area of deployment at different

levels of the self-organized network hierarchy.

As mentioned earlier, self-organization involves abstracting the communicating

sensor nodes into an easily controlled network infrastructure. Cluster, connected

dominating set (CDS), tree, grid, or mesh-based organizations are typical. We

provide some insights into these organizations for use in wireless sensor networks.

3.1.1 Elementary networked sensing concepts

The sensing phenomena mentioned earlier relate to the natural property of sen-

sors sensing events collaboratively as well as individually in a group. Figures 3.1,

3.2, 3.3, and 3.4 illustrate these sensing concepts of wireless sensor network orga-

nization for target detection and/or tracking. In the following discussion, we use

the terms sensing groups and sensing zones interchangeably.

Figure 3.1 illustrates that the sensing capability of sensors sensing events collab-

oratively and/or individually in a group depends essentially on the sensitivity of the

sensors with respect to the target event. The sensitivity of a sensor diminishes with
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Virtual Sensing Group (or Zone)


Figure 3.1: Spatial group sensing concept.

increasing distance of the sensor from the target. This sensitivity can be charac-

terized theoretically by sensor models that are based on two concepts. One is that

the sensing ability (coverage) diminishes with increasing distancea. Second is that

noise bursts diminish the sensing ability but this effect of noise can be minimized

by allowing sensors to sense over longer time periods (more exposure). Several al-

gorithms based on the above sensitivity model have been developed that formulate

the exposure and coverage properties of sensor networks. These algorithms use

traditional computational geometry based structures like the Voronoi diagram and

the Delaunay triangulation (Meguerdichian et al., 2001b) (Meguerdichian et al.,

2001a) to compute sensing coverage and exposure. However, distributed versions

of these algorithms are challenging and computationally intensive, and hence are

impractical for use during the initial network organization phase.

In general, self-organization protocols usually employ the concept of redundant

sensing in order to account for fault tolerant sensing in the presence of environmen-

tal vagaries. By redundant sensing, we mean that an observation of the presence

of a nearby target event (i.e. a tanka in figure 3.1) should be supported not only
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by one sensor but also by a group of neighboring sensors (Varshney, 1996) (Dyck,

2002). This requires selection of a group of neighboring sensors that can take sole

responsibility of any event appearing within their region or group. The selection

of sensors to form such a group requires quantifying relative proximity distances

of each and every neighboring sensor. It also requires an intelligent discrimination

between near and far sensors to avoid grouping sensors from distant locations.

Sensing Zone 1


Sensing Zone 2


Sensing Zone 3
 Sensing Zone 4


Preliminary Sensing Zone Based Organization


Shared Sensing Zone

        Dependency


Sensing Dependency

         Anchors


Sensor Nodes Randomly Deployed


Figure 3.2: Sensing-group dependency concept.

Figures 3.2 and 3.3 illustrate the sensing zone dependency situation during track-

ing by sensing zones formed around a mobile enemy tank. Specifically, here we are

discussing an initial network organization that statically forms sensing-zones in an-

ticipation of the occurrence of any future event. In the case of a random sensor

deployment scenario it is not possible to precisely control and place sensors so that

aThe sensing range may depend upon the dimensions of the observed target, e.g. a seismic
sensor can detect a tank at a greater distance than it can detect a soldier on foot. For ease of
discussion, we assume the sensing range to be the same for targets of similar dimensions (Slijepcevic
and Potkonjak, 2001). However, in general for an application specific sensor deployment, nodes are
assumed to be pre-configured for desired targets in terms of their sensing signatures or readings. In
the case of on-demand target detection and tracking, the application is free to provide respective
target sensing signatures in its queries.
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Figure 3.3: Tracking a mobile tank around neighboring sensing groups.

they end up in groups having no overlap with neighboring sensor groups. This

means that although an attempt was made to form stand-alone sensing groups

(or zones) that independently take responsibility for detecting and tracking events,

there are some overlapping regions where collaboration among neighboring sensing

groups may be needed. However, the boundary nodes in each region can also serve

as anchors for tracking events moving from one neighboring region to another. This

is essentially a dichotomous scenario because on one hand we need independence

between neighboring sensing zones but on the other hand, we also want to efficiently

track events moving across neighboring sensing zone boundaries. An event mon-

itoring and tracking algorithm that runs on top of such a self organized network

would have to analyze this dependency and utilize it to its best advantage. This

can be done by either identifying neighboring dependent sensing zones and allowing

collaboration among them for events moving around their neighborhood or track-

ing applications can dynamically specify an on-demand incremental reorganization

of a new sensing zone around the moving event as it crosses the old sensing-zone
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Hierarchical Event Processing


Incremental Global View


Figure 3.4: Hierarchical event processing for incremental global view.

boundaries. The EnviroTrack project (EnviroTrack: an Enviromental Program-

ming Paradigm for Sensor Networks) (Abdelzaher et al., 2004) (Blum et al., 2003)

that were pursued at University of Virginia as a proof-of-concept implementation

that supports such application specified sensing-group network (re)organization for

tracking in a physical environment.

Figure 3.4 illustrates event processing at various levels of a hierarchical sensor

organization. It can be seen that as we go higher in the hierarchy fewer nodes are

involved in event processing. However, as we go up the hierarchy, we also lose detail

about the event(s). This is because wireless communication is an overhead in terms

of draining energy. Also, due to the small form factor of the sensors, memory is

also a crucial resource and hence a lot of information cannot be maintained by an

individual sensor or a small group of sensors. If we assume that the sensors selected

for the upper levels of the hierarchy are powerful in terms of both communication

energy as well as memory, the problem is still not resolved, due to scalability issues.
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However, any feedback from the sensing application about the granularity of mon-

itoring would help in reducing overheads in information gathering and processing.

In any case, hierarchical processing motivates the concept for distributed gathering,

caching, and processing of sensing events where certain nodes in the hierarchy are

assigned appropriate roles (Kochhal et al., 2004) (Kochhal et al., 2003) according

to their capability in the current network organization.

3.1.2 Elementary network organization concepts

The primary objectives of this section are to categorize several elementary net-

work organization architectures and discuss some relevant approximation algorithms

that can be extended by self organization protocols.

Figure 3.5 shows a simple classification of various network architectures that can

be employed by self-organization protocols. This classification is not complete, as

there could be certain combinations of different network architectures. However, it

provides the principal categories under which several current implementations could

be studied and analyzed. Self-organization protocols could be either proactive or

reactive. In other words, protocols could organize the sensor network statically in

preparation for any future event or they could dynamically configure the network

around any current event of interest. Additionally, self organizing protocols could

pursue either a difficult to maintain hierarchical manifestation of the above net-

work architectures or they could simply satisfy requests with their corresponding

flat manifestations. Figure 3.6 provides a visual blueprint for elementary network

architectures such as the chain, tree, spine, virtual grid, and role-based virtual

regions. We will then discuss the typical algorithmic aspects of these network for-

mations for general wireless ad hoc networks. This facilitates easier comprehension
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and analysis of those sensor network organization protocols that extend or modify

these algorithms in order to meet various sensing application requirements. However

there are certain concepts that are common across all these network organizations.

In all these organizations, nodes adopt certain performance metrics for selecting

neighbor(s) in their local network formation heuristics. These performance met-

rics could be minimum distance, minimum energy, minimum transmission power,

maximum/minimum node degree, delay, bandwidth, etc. Some of these metrics

may be used collectively in some particular order (depending upon priority) to

break ties among several eligible competitors. In order to have an optimally ideal

neighbor selection scheme for self-organization, nodes may require complete global

state information of the network. However, in an ad hoc network, nodes that ex-

ecute distributed algorithms for localized self-organization do not have the luxury

of gathering, maintaining, and using complete network knowledge. As mentioned

earlier, this is because there are tradeoffs among storage capability, communication

costs, computational capability, and time to completion. This effectively results in

nodes maintaining network state information for only 2 to 3-hop neighbors. Using

this information, nodes execute local decisions to select neighbors to form a global

self-organized network.

The chain based organization is one of the simplest ways of organizing network

communication, where nodes farther from the base station initiate chain formation

with their nearest neighbor. The idea is to gather and fuse all the data from every

node by forming a chain among them. A leader is then selected from the chain to

transmit the fused data to the basestation. However, building a chain to minimize

its total length is similar to the traveling salesman problem, which is known to be

intractable. A greedy chain formation algorithm (S. Lindsey, 2002), when pursued
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Figure 3.5: Self-organized network architectures.

recursively for every node, results in a data gathering chain oriented toward the base

station. As we will discuss later, self-organization algorithms for sensor networks

usually include certain sensing metrics too in order to form an optimal organization

that is efficient from both the sensing (Kochhal et al., 2004) (Inanc et al., 2003) and

the networking perspectives (Singh et al., 1998) (Salhieh and Schwiebert, 2002).

The tree type of network formation is similar to the chain and can be considered

as an extension of the chain based mechanism. Tree type network organizations,

utilize the multipoint connectivity nature of the wireless medium, where one source

can be heard simultaneously by several nearby receivers that act as its children. If

both the sender and receiver scheduling are made collision-free, then a tree-based

network organization can support both broadcast or multicast (i.e. dissemination

of information from a central node) and convergecast (i.e. gathering of information

toward a central node) communication paradigms across all application domains

(Annamalai et al., 2003). A considerable amount of research work is available for
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Figure 3.6: Example network organizations for (a) spine, (b) virtual grid, (c) tree,
(d) chain, (e) clustering, and (f) role-based virtual zones.
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constructing multicast trees (Ballardie et al., 1993) (Estrin et al., 1998) for dynamic

wireless ad hoc networks (Adelstein et al., 1999) (Gupta and Srimani, 1999). Al-

gorithms for generating multicast trees typically must balance the goodness of the

generated tree, execution time, and the storage requirements. Several cost metrics

such as delay, communication costs, etc. are used to generate cost-optimal multi-

cast trees. However, this gives rise to the well-known Steiner Tree problem, which is

NP-complete (Winter, 1987). Instead heuristics are used to generate ”good” rather

than optimal trees. This is still an active area of research.

Cluster-based organizations (refer to figure 3.5 (e)) partition the entire network

into groups called clusters. Each cluster is formed by selecting some nodes based

upon some quality metric such as connectivity or distance (Chen et al., 2002) (Amis

et al., 2000) (Steenstrup et al., 2000) as cluster members and a group leader, known

as the clusterhead, is also selected using some metric such as the node that has max-

imum energy to manage that cluster. These clusterheads, when connected, form a

virtual backbone or spine as in figure 3.6(b) (Sivakumar et al., 1998) (Chen et al.,

2001) or a connected dominating set (CDS ) of nodes. Related to clustering is the

problem of finding a minimum connected dominating set (MCDS ) of the nodes,

which is NP-complete. An MCDS satisfies two properties: (1) each node is either

a backbone node or is one hop from a backbone node, and (2) the backbone nodes

are connected. There are several approximation algorithms (Guha and Khuller,

1996) available in the literature that engineer virtual backbone based network con-

figurations satisfying the MCDS properties. Of particular importance is Wu’s (Wu

and Li, 1999) (Wu, 2002) distributed and localized algorithms for constructing a

hierarchical connected dominating set. This algorithm is inherently distributed and

simple in nature. Ideally, it requires only local information and a constant number
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of iterative rounds of message exchanges among neighboring hosts. The algorithm

for CDS formation involves a dominating set reduction process and some elimina-

tion rules based on quality metrics that are executed by nodes locally to identify

their dominating neighbors. The dominating set reduction process, when executed

recursively by an already existing set of dominating nodes, produces a domination

hierarchy. Dominating nodes at any level of the hierarchy can serve as local network

coordinators for nodes in the next lower level of the hierarchy. Figure 3.6(f) shows

a role-based hierarchical CDS organization of nodes, where the lower level of nodes

form the cluster, whereas upper levels of dominating nodes can be used for rout-

ing or hierarchical information processing. Accordingly, nodes at every level of the

domination hierarchy assume respective roles in the network depending upon the

quality metrics used for role selection at that level (Kochhal et al., 2004) (Kochhal

et al., 2003).

Finally, if nodes have location information (e.g., using GPS), then virtual grid

based organizations (Xu et al., 2001) (Ye et al., 2002a) typically configure the net-

work by partitioning the area of deployment into uniform grids also known as a

mesh. From each grid, a dominating node is chosen using some selection rules.

Dominating nodes from each grid, when connected, form a virtual backbone, which

can then be used for gathering or forwarding information from one geographic re-

gion to another. The grid-based organization allows an implicit and simple naming

system by having grids (regions) in the network be addressed by their relative geo-

graphic locations. Thus, it avoids the complex and non-scalable address generation

mechanisms for individual nodes that are densely deployed in a very large area.

However, the efficiency of such an organization depends critically on location accu-

racy and network partitioning schemes.
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3.1.3 Steps to sensor network self organization

Self-organization or self-configuration is one of the basic initial steps toward

an ad hoc deployment of wireless sensors. The network deployment as mentioned

earlier may be done deterministically or randomly. In any case, the objective is to

have nodes discover their neighbors, establish their positions, and form an easily

manageable network architecture. All these self organization activities have to

be performed in a localized and distributed manner with high energy efficiency

and little or no communication overhead. Moreover, the self organized network

infrastructure should be adaptive and resilient to be easily reorganized with respect

to the ultimate traffic pattern that may run on top of it.

Following the self-organization steps as extended from (Subramanian and Katz,

2000) (Chevallay et al., 2002) forms the complete basis for any self-organization

algorithm for ad hoc wireless sensor networks:

1. Network Discovery or Initialization Phase

(a) Each node discovers its set of neighbors,

(b) Depends on communication transmission radius (Txmax), and

(c) Random or deterministic initial channel scheduling for neighbor discov-

ery.

2. Coarse Grained Estimation Phase

(a) Location estimation and

(b) Time synchronization.

3. Organizational Phase
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(a) Formation of a hierarchical or flat network organization with the help of

local group formations,

(b) Performing group reorganization if necessary,

(c) Generation of addresses for nodes,

(d) Generation of the routing table at every node,

(e) Generation of broadcast or multicast trees and graphs within a group,

(f) Merger of broadcast trees and graphs when groups are aggregated to

form hierarchical networks,

(g) Establish medium access control schemes both for intra-group and inter-

group communication, and

(h) Establish key setup schemes for secure communication.

4. Maintenance Phase

(a) Active or passive monitoring e.g., by “I am Alive” messaging,

(b) Network quality evaluation schemes such as connectivity and sensing

coverage,

(c) Maintenance of routing tables,

(d) Maintenance of broadcast infrastructure,

(e) Fine-grained tuning of network parameters such as location and network

time,

(f) Topology control schemes to maximize network throughput and spectral

reuse or network capacity (Chen et al., 2001) (Schurgers et al., 2002)

(Santi, 2003), and
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(g) Energy conservation schemes for increased network longevity using dy-

namic node scheduling (Tian and Georganas, 2002) (Xu et al., 2001).

5. Self-Reorganizing Phase

(a) Redeployment leading to discovery of new node neighbors and

(b) Fault detection and recovery schemes under node or link failure and

group partitions.

In general, the steps listed above can also be considered as services provided by

self-organization protocols for wireless sensor networks. This means that some of

these services may be optional whereas some are fundamental to any algorithm that

self-organizes the sensor network. Thus, steps 1 and 3 are necessary. On the other

hand, steps 2, 4, and 5 are optional and can be developed separately. Location

estimation protocols are generally referred to as self-configuring localization proto-

cols. Network time synchronization can be considered orthogonal and implemented

separately without regard to any specific network design or architecture. Simi-

larly, the maintenance phase can be implemented separately as a suite of network

management protocols.

3.2 Design Philosophy

Wireless sensor network operations include data discovery, which is achieved by

way of sensing application specified target events. Additionally, the sensor network

needs to process this information in a distributed manner and then forward it to

an interested data sink or a remote base station. These sensor network tasks can

be managed individually by a sensor node or they may be collaborated upon by
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several nodes simultaneously. An intuitive analysis of the sensor network activities

leads to mapping tasks to roles as follows:

1. Sensing Collaborator

2. Sensing Coordinator

3. Routing or Backbone Nodes

Since all sensor nodes in the network are deployed to collaboratively sense target

events, all nodes assume the role of a sensing collaborator. However, some of these

nodes are also requested to assume the role of either a routing node or a sensing

coordinator. The routing role, as the name suggests, supports a network-wide rout-

ing functionality for both application specific sensing queries and the sensing data

gathered by the sensors. A sensing application may need to query for a target event

in a certain interested region of sensor network deployment. On the other hand,

target events sensed by some sensors in a certain region may need to be solicitepd by

some other sensors acting as data sinks or sensor coordinators. These sensor coordi-

nators not only take the responsibility of coordinating the sensing activities in their

neighboring region (also known as a sensing zone) but also aggregate and forward

the information to any remote data sink or the base station. The task of coordi-

nation is not a simple one and it is also not a short term job. In order to provide

instantaneous sensing and reporting capability (dependent upon sensing applica-

tions) each sensor coordinator may need to systematically rotate its responsibilities

transparently among neighboring nodes without much communication overhead. A

hierarchical network organization would also be needed to provide scalability for a

dense deployment of a large number of sensors.
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Figure 3.7: Role-based Hierarchical Self-Organization for WSNs
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Figure 3.7 illustrates these design principles of our protocol. A two-level CDS

hierarchy is shown to support routing infrastructures throughout the network. One

advantage of having multiple levels of hierarchy is that as the hierarchy increases

fewer nodes are involved in routing, which leads to paths with fewer hops within

the network. Depending upon the requirements of the sensing application as well

as the topology of the sensor network deployment, one may be able to provide

certain levels of guarantees with respect to routing queries or routing data to the

base station. Thus, it would be desirable that the reorganization phase of the self

configuring algorithm preserve the lifetime of these higher level hierarchy nodes and

hence preserve the capability of providing prompt delivery of services in the face of

changing sensor network traffic patterns.

In the next section, we will be briefly outlining the CDS construction algorithm

proposed in (Wu and Li, 1999) (Wu, 2002).

3.2.1 CDS based Network Organization

Cluster-based organizations partition the entire network into groups (or clus-

ters). Each cluster is formed by selecting some nodes based upon some quality

metric (say connectivity or distance) (Chen et al., 2002) (Amis et al., 2000) as clus-

ter members and a group leader (known as the cluster-head) is also selected (using

some metric, say maximum energy) to manage that cluster. These cluster-heads,

when connected, form a virtual backbone (or spine) or a set of connected dominat-

ing nodes. Related to clustering is the problem of finding a minimum connected

dominating set (MCDS ) of the nodes. An MCDS satisfies three properties: (1)

each node is either a backbone node or is connected (one hop) to a backbone node,

(2) the backbone nodes are connected and (3) minimum set of nodes are involved
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to form such a virtual backbone. Ephremides et al. (Baker and Ephremides, 1981)

first tried to introduce a backbone-like structure in wireless networks. Guha and

Khuller (Guha and Khuller, 1996) firstly used the MCDS problem in general graphs

to model the problem of computing a minimum size virtual backbone in heteroge-

neous wireless networks. Since a smaller size virtual backbone is expected to have

less control overhead in terms of messages and reduced interference, the size of

the CDS is considered as one of the major quality criteria in the literature. Since

computing the MCDS is a well-known NP-hard problem, all of the existing work

propose approximation algorithms.

In our proposal, we will be using the distributed localized algorithm for con-

structing a hierarchical connected dominating set (CDS) presented in (Wu and Li,

1999) (Wu, 2002). Our main reason for selecting this algorithm is its inherent

distributed and simple nature. Ideally, it requires only local information and a con-

stant number of iterative rounds of message exchanges among neighboring hosts.

The algorithm for CDS formation involves two processes, the marking process and

the dominating set reduction process. We also assume the following network model.

Network Model

We represent the ad hoc wireless network by a simple graph G = (V,E), where

V represents a set of wireless nodes and E represents a set of edges. An edge

between host pairs (v, u) indicates that both hosts v and u are within each others,

wireless transmitter ranges and the wireless links are bidirectional. We assume that

all the wireless nodes are homogeneous, i.e., their wireless transmitter ranges are

the same. In other words, if there is a edge e = (v, u) in E, it indicates that u is

within v’s range and v is within u’s range. Thus, the corresponding graph is an
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undirected graph also known as a unit graph, in which connections to hosts are

determined by their geographical distances.

Marking Process

The marking process as described in (Wu and Li, 1999) (Wu, 2002) is a localized

algorithm in which hosts interact with others only in a restricted vicinity. Each host

performs exceedingly simple tasks such as maintaining and propagating information

markers. Collectively, these hosts achieve a desired global objective, i.e., finding

a small connected dominating set. The marking process marks every vertex in

a given connected and simple graph, G = (V,E). m(v) is a marker for vertex

v ∈ V , which is either T (marked) or F (unmarked). Initially, it is assumed that

all the vertices are unmarked and that each vertex v has its open neighbor set as

N(v) = {u | (v, u) ∈ E}. The marking process can thus be summarized as follows:

1. Initially, assign marker F to each v in V .

2. Each v exchanges its open neighbor set N(v) with all its neighbors.

3. Each v assigns its marker m(v) to T if there exist two unconnected neighbors.

In the example depicted in figure 3.8, N(u) = {v, y}, N(v) = {u, w, y}, N(w) =

{v, x}, N(y) = {u, v}, and N(x) = {w}. After step 2 of the marking process, vertex

u has N(v) and N(y); v has N(u), N(w), and N(y); w has N(v) and N(x); y has

N(u) and N(v); and x has N(w). Based on step 3, only vertices v and w are marked

T .
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Figure 3.8: Initial Marking Process on a sample ad hoc wireless networkb

Dominating Set Reduction Process

In order to reduce the connected dominating set (CDS) generated from the

marking process, two rules are proposed. Assuming that each vertex v in G′ is

assigned a distinct ID, id(v), it then calculates its closed neighbor set N [v] as

N [v] = N(v)
⋃

v.

Rule 1 : Consider two vertices v and u in G′. If N [v] ⊆ N [u] in G and id(v) <

id(u), change the marker of v to F if node v is marked. I.e. G′ is changed to G′−v.

Rule 2 : Assume that u and w are two marked neighbors of vertex v in G′. If

N(v) ⊆ N(u) ∪ N(w) in G and id(v) = min{id(v), id(u), id(w)}, then change the

marker of v to F .

In Figure 3.9(a), since N [v] < N [u], vertex v is removed from G′ if id(v) < id(u)

and vertex u is the only dominating node in the graph. In 3.9(b), since N [v] =

N [u], either v or u can be removed from G′. To ensure one and only one node

is removed, the node with the smallest ID is removed. Finally, in figure 3.9(c),

N(v) ⊆ N(u) ∪ N(w) applies. If id(v) = min{id(v), id(u), id(w)}, vertex v can be

removed from G′ based on Rule 2.
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Figure 3.9: Three examples of dominating set reductionb

In (Wu and Li, 1999) (Wu, 2002), the above rules were extended to include a

combination of metrics like energy level (EL) and node degree (ND) along with ID

to break ties. In this chapter, we will be discussing our proposed sensing-based

metrics, which can also be incorporated into the rules for dominating set reduction.

Hierarchical Dominating Sets

The dominating set reduction process can be reapplied on an already reduced

dominating set of nodes to generate another set of dominating nodes. This process

can be repeated until no further reductions are possible. (Wu and Li, 1999) (Wu,

2002) also introduce the concept of dominating ratio (DR), which is the ratio of

the size of the resultant dominating set to the size of the original network. Clearly,

0 < DR ≤ 1. A small DR corresponds to a small dominating set. Unfortunately,

the minimum dominating ratio is not known a priori. For our protocol, the sensing

application can specify the desired DR and the self-organization algorithm will try

in a best-effort manner to get a reduced hierarchy matching that DR, although it

cannot be guaranteed, as it depends upon the network topology whose deployment

cannot be controlled precisely.

bExample figure reproduced with permission from (Wu and Li, 1999) (Wu, 2002).
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3.2.2 Sensing Attributes or Metrics

Sensing Model

A sensor is a device that produces a measurable response to a change in a

physical condition, such as temperature, light, voice, or magnetic field. We assume

the same sensing model as that of (Meguerdichian et al., 2001b) (Meguerdichian

et al., 2001a). We also assume that the sensing region of a sensor is a circle with

the sensing rangeb specified as SR distance units.

Sensing Coverage Approximation

Figure 3.10 shows three sensors (say, seismic sensors) reporting the detection of

a target event (say, an enemy tank) in a battlefield scenario. Since the tank is at

a variable sensing proximity or distance (also denoted as SPV ) from each of the

sensors, the degree of fault tolerance sensing (denoted as CSD) for this event is

proportional to the cumulative proximity of the three sensors to the target eventb.

In order to comprehend the maximum cumulative fault tolerant sensing capability of

these three sensors, it may be necessary to calculate the amount of shared coverage

overlap between these sensors. The sensing coverage is approximated as a circle

with sensing range as its radius. Thus, the problem of finding the cumulative

sensing coverage is transformed into finding the overlapping sectors between the

neighboring sensors, which is a complicated approximation as discussed earlier. We

simplify this approximation by dividing the circular sensing area of each sensor into

square sensing cells. The dimension of the sensing cell determines the closeness of

the coverage approximation. The sensing cell dimension (denoted as d) is also known

as the application specified sensing accuracy. We assume that the three sensors, S1,

S2, and S3, know the positions of each other. Thus calculating combined sensing
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coverage would amount to finding the common overlapping sensing cells among the

neighbors and also subsequently updating these sensing cell’s cumulative sensing

proximity values (denoted as CSPV ) by accounting for the relative distance of

the neighboring sensors to the cell(s) in question. In other words, CSDS1,S2,S3
=

K × f(3, d, overlap), where K is some sensing constant for the sensors (in our case,

K = 1), and f is the function that calculates the cumulative sensing degree (CSD)

by accounting for the number of cooperating sensors, the sensing cell dimension

(d), and the cumulative sensing proximity value (CSPV ) of the overlapping sensing

cells between them. Figures 3.11 and 3.12 illustrate the approximation used in our

sensing coverage calculations. In the next sections, we will be defining in detail the

SPV , CSPV , and CSD sensing parameters.

Sensing Proximity Value (SPV )

SPV for a sensing cell denotes how close that cell is to a particular sensor. The

SPV may vary from the best value of 1 to some max value, say SPVmax (dependent

upon sensing range SR). The lower the value of SPV for a cell, the better its sensing

performance or sensitivity. For calculating the SPV of a sensing cell i for a sensor

node, say n, we need the location of the sensor n i.e. (xn, yn), the sensing range,

SR, and the application specified sensing accuracy, d. We calculate the minimum

distance between the sensor n and the center of its closest sensing cell and denote

it as dcsmin.

dcsmin = d/
√
2

bThe sensing range may depend upon the dimensions of the observed target, e.g. a seismic
sensor can detect a tank at a larger distance than it can detect a soldier on foot. For ease of
discussion, we assume the sensing range to be same for both the tank and the soldier (Slijepcevic
and Potkonjak, 2001). We can modify our self organizing algorithm based on the sensing range
for a given application.
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Figure 3.10: Sensing Proximity Concept with respect to a target

We also calculate the distance between the sensor node and the center of the

square sensing cell i with coordinates as (xcell, ycell) and denote it as dcs.

dcs =
√

(xn − xcell)2 + (yn − ycell)2

Finally, SPV is calculated as the ratio of dcs to dcsmin and is rounded to the

nearest integer.

SPVi ≈ ddcs/dcsmine

In order to evaluate the cumulative sensing coverage of a shared region com-

monly monitored by neighboring sensors, we introduce two more sensing parame-

ters, cumulative sensing proximity value (CSPV) of a sensing cell and the cumulative

sensing degree (CSD) of a sensor node.
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Figure 3.11: Sensing Coverage Approximation

Cumulative Sensing Proximity Value (CSPV )

CSPV for a sensing cell is the cumulative SPV of all the overlapping sensing

cells from the neighboring nodes covering that cell. Thus, if SPVx is the SPV of

sensing cell x and if n sensing cells having SPV values SPV1, SPV2, SPV3, ..., SPVn

overlap with cell x, then CSPVx is calculated using the reciprocal reduction tech-

nique which is formulated as

CSPVx = SPVx −
n

∑

i=1

1/SPVi
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Figure 3.12: Calculating Cumulative Sensing Coverage

Thus, the more sensing cells overlap, the lower the final value of CSPV . Moreover,

if cells having equal SPV values (say spv = y) overlap, then a total reduction

of y will be adjusted toward the final CSPV value only if y or more cells overlap.

Finally, the CSPV value is always adjusted to be within the range of 1 and SPVmax.

Cumulative Sensing Degree (CSD)

CSD describes the degree of cumulative fault tolerant sensing for a common

area monitored collaboratively by some sensors. We calculate the sensing coverage

of a sensor node as the average sum of the CSPV s of all sensing cells covering its

sensing area. Ideal sensing coverage would imply that all the CSPV values for the
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sensing cells of a sensor are 1 (i.e., each sensor node is covered by the maximum

possible neighbors), whereas solitary sensing coverage would mean just the average

of the sum of CSPV s of a sensor node having no neighbors. Finally, CSD is

calculated as percentage coverage and is given by the formula:

CSDsensor = (1.0− ((avg(
∑

CSPV s)− ideal)/(solitary − ideal)))× 100

3.2.3 Proposed self-organization Algorithm

We assume the existence of a neighbor discovery stage that precedes our self-

organizing algorithm. In this stage, each sensor acquires knowledge of its neighbors

and their positions. An example of 15 sensor nodes deployed in a hostile area

to detect military tanks is shown in figure 3.13, which after neighbor discovery

forms the network shown in figure 3.14. We construct a CDS hierarchy using the

hierarchical CDS construction algorithm outlined in section 3.2.1. We also use the

following metrics in order, along with the rules to break the ties. These metrics are

energy level (EL), sensing-based metric known as CSD, connectivity-based metric

or node degree (ND), and finally ID of the sensor node to break the tie. During the

initial marking process, each sensor node exchanges one-hop neighbor information

with its neighbors. This results in sensors gathering two-hop neighbor information,

and also their corresponding location information. Figure 3.15 shows the CSD

of the sensors and also the result of the initial marking process. The percentage

CSD value calculated during the initial marking process is used in the subsequent

hierarchical dominating set reduction processes. Figure 3.16 shows the 3-level CDS

hierarchy formed after performing the dominating set reduction three times.

Our objective of having sensing zones is to have a self-sufficient collaborative

group of sensor nodes that need as few sensing inputs as possible from sensors
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Figure 3.13: An example 15 sensor nodes random deployment for tracking an enemy
tank

outside the group to reach consensus on any target events sensed. Such a group

organization would need to be coordinated by a sensor coordinator. The sensor

coordinator is that sensor node that has the maximum percentage coverage in the

neighborhood. This implies that the chances of an event being detected by a sensing

zone in its region coordinated by a node with higher CSD would be higher than

any of its neighboring sensing zones. The sensor coordinator would then initiate a

consensus among its sensor collaborators to rule out the possibility of a spurious

event or noise. This leads us to another interesting Sensing QoS metric for a sensing

zone that can be specified as the minimum percentage coverage or CSD of a certain

region of WSN deployment. Figure 3.17 illustrates all these sensing zone concepts.

From figure 3.16, we can see that as we go up the CDS hierarchy the number

of dominating nodes reduces. We can naively select the dominating nodes at any
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Figure 3.14: Wireless sensor network after neighbor discovery stage

higher level of the hierarchy to act as sensor coordinators. But as mentioned earlier,

dominating nodes in the CDS hierarchy are essentially used as backbone nodes to

route application specific sensing queries to the sensors and/or sensing data from the

sensors to a data sink. An intuitive suggestion is to select sensor coordinators from

the lowest level of the CDS hierarchy, level 0. We also know that the hierarchical

dominating reduction process is a recursive process that uses marked nodes (or

dominating nodes or backbone nodes) from the previous level to form the next level

of the hierarchy. This means that our suggestion to use level-0 marked nodes as

sensor coordinators has to be revised to include only those level-0 marked nodes

that get removed during the dominating set reduction process to form level 1. In

other words, our self-organization algorithm chooses sensor coordinators from level

0 marked nodes (but level 1 unmarked) as these nodes will not be acting as backbone
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Figure 3.15: Wireless sensor network after the marking stage

nodes in upper levels of the CDS hierarchy. We note one more advantage of selecting

sensor coordinators from level 0 marked nodes (and level 1 unmarked). They are

the majority of available nodes in comparison to any other levels. Thus, we have

a bigger pool of nodes from which we can select sensor coordinators. In order to

have sensor coordinators at level 0, i.e., nodes with maximum percentage CSD, the

algorithm uses an adaptive sensing-based metric. This means that during level 0

marking (or dominating set reduction) we eliminate those nodes (during tie breaker

stage) that have the lower percentage CSD. This results in all level 0 dominating

(or marked) nodes as nodes that have maximum percentage CSD within their

one-hop neighborhood. Finally, from level 1 onwards, we eliminate those nodes

that have the higher percentage CSD, which again leaves higher percentage CSD

marked nodes at level 0 (but level 1 unmarked). The overall effect is that we make
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sure that during both level 0 and level 1 marking, all the unmarked nodes at level

1 (but level 0 marked) have the maximum possible percentage CSD. This leaves a

larger crowd of eligible sensor coordinators as level 0 nodes who are not dominating

at any other higher level. Figure 3.18 shows the selected sensor coordinators.

In order to reduce from a list of probable sensor coordinators, we select only

those nodes that have a higher percentage CSD than their level 0 marked (and

level 1 unmarked) neighbors. If there is a tie, then we break it by the number of

marked level 1 neighbors an eligible sensor coordinator may have. If there is still

a tie, then we use sensor node ID as the final tie-breaker. An eligible sensor co-

ordinator that passes the above three selection criteria would then advertise to its

neighbors with its maximum percent CSD value. Sensors hearing this advertise-

ment join the nearest soliciting sensor coordinator. However, in order to limit the
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Figure 3.17: Sensing Zone Formation

overhead of sensing zone coordination and maintenance, we limit the group mem-

bership within a certain minimum and maximum number of sensor collaborators

(or sensing zone members). Sensing zones with less than the specified minimum

sensing zone membership will merge with neighboring accepting sensing zones. The

reverse case applies for zones having membership larger than the maximum. In this

case, sensor coordinators of these crowded sensing zones will ask distant members

to find another neighboring sensing zone. These dismissed sensor nodes will join

their nearest neighboring accepting sensing coordinator or sensing zone member.

A sensor coordinator would accept a node as its zone member only if it has some

space left to accommodate that node. Finally, all those nodes that were refused

zone membership by their respective neighboring sensor coordinators due to zone

size problems are considered as orphan nodes. Similarly, all those nodes who could

not find any neighboring sensor coordinators due to a limited number of neighbors

(or with sparse connectivity) will also consider themselves as orphan nodes. These
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Figure 3.18: Sensing Zone Organization
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Figure 3.19: Our self organized infrastructure

orphan nodes will finally join any closest sensor coordinator or sensing zone mem-

ber who would ultimately acquiesce to their join demands. The pseudocode of the

self-organizing algorithm is outlined in appendix A.1.

3.3 Simulation

The role-based hierarchical self-organization protocol has been simulated using

Java (JDK 1.3). The simulator can also be used to view the topology generated

by the initial self-organization algorithm. A comparison between Leach and our

approach is possible if we have the same number of clusters or sensing zones. To

achieve this, the simulator takes the number of sensing zones generated from our
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Figure 3.20: 150 nodes with 15 sensing coordinators
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Table 3.1: Average group leader-member distances in Leach Protocol(d = 8)

Leach
Network size Mean Standard deviation

MaxDist MinDist AvgDist MaxDist MinDist AvgDist
100 (300x300) 80.81 17.02 47.11 9.73 3.05 4.49
300 (600x600) 90.70 18.50 52.14 6.93 2.46 3.16

600 (1400x1400) 228.24 27.98 121.28 21.57 2.85 9.08
1000 (2200x2200) 443.24 32.54 219.53 58.27 3.43 23.89

Table 3.2: Average group leader-member distances (d = 8) for our proposal

Our Protocol
Network size Mean Standard deviation

MaxDist MinDist AvgDist MaxDist MinDist AvgDist
100 (300x300) 74.64 12.02 41.36 6.67 1.93 2.72
300 (600x600) 80.65 12.53 43.80 6.61 1.42 2.48

600 (1400x1400) 144.81 17.52 73.94 10.65 1.89 4.42
1000 (2200x2200) 150.16 18.52 76.83 11.75 1.73 5.17

protocol as input to the cluster based protocol. The simulator assumes no packet

collisions. It also assumes that there are no packet errors during transmission and

reception. In other words, we assume a perfect wireless channel. Figures 3.19 and

3.20 show the results of an example simulation run with the following simulation

parameters:

1. Number of nodes = 150.

2. Maximum X, Y boundary coordinates of region of WSN deployment = 400

meters.

3. Maximum wireless radio range and sensing range = 64 meters.

4. Application specified sensing accuracy (d) = 8 meters.

We have performed 100 simulation runs on four different topologies:

1. 100 nodes in an area of 300 × 300 meters.
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Table 3.3: Average static sensor CSD

Average static node CSDs

Network size d Mean Standard deviation
MaxCSD MinCSD AvgCSD MaxCSD MinCSD AvgCSD

8 29.27 14.08 22.54 2.19 1.59 1.46
100 (300x300) 12 59.85 32.39 47.64 3.02 2.80 2.44

16 80.09 47.59 66.43 2.87 3.65 2.56
8 26.47 12.96 20.46 1.37 1.08 1.03

300 (600x600) 12 55.81 29.97 44.48 2.66 2.04 2.17
16 75.93 44.11 62.34 2.01 2.42 2.02
8 12.91 1.52 7.20 0.51 0.34 0.38

600 (1400x1400) 12 29.70 4.89 18.21 1.13 0.88 0.80
16 45.16 9.14 28.93 1.36 1.26 0.96
8 11.27 1.08 5.96 0.53 0.25 0.34

1000 (2200x2200) 12 26.59 3.52 15.57 1.15 0.75 0.79
16 41.42 7.26 25.67 1.21 1.10 1.06

2. 300 nodes in an area of 600 × 600 meters.

3. 600 nodes in an area of 1400 × 1400 meters.

4. 1000 nodes in an area of 2200 × 2200 meters.

For all topologies, we have set the radio range and the sensing range to 64

meters. The minimum and maximum sensing zone (or cluster) membership size is

set to 4 and 12, respectively. Finally, the application specified sensing accuracy or

the sensing cell dimension (d) is set to values 8, 12, and 16 for the above simulation

scenarios. Tables 3.1, 3.2, 3.3, 3.4, 3.5, 3.6 and 3.7 compare our protocol with the

Leach-based protocol.

During the analysis of the simulation results, we will be using the terms clusters

or sensing zones or groups interchangeably. From tables 3.1 and 3.2, it can be

seen that our self organizing protocol organizes sensors into sensing zones with less

distance variation compared to Leach. Moreover this distance variation becomes

more pronounced as the topology becomes more sparse with an increasing number

of nodes deployed in a larger area. Since the Leach protocol selects the clusterheads
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Table 3.4: Average leader CSDs

Average Leader CSD
Network size d Leach Our Protocol

Mean Std dev Mean Std dev
8 12.77 1.91 16.53 1.49

100 (300x300) 12 28.45 4.47 35.79 2.64
16 41.52 5.00 51.21 3.86
8 11.50 1.06 15.07 0.89

300 (600x600) 12 26.46 1.95 33.83 1.67
16 39.07 2.91 49.14 1.91
8 4.95 0.68 10.46 0.54

600 (1400x1400) 12 13.17 1.41 24.79 1.04
16 21.49 2.05 38.05 1.26
8 3.13 0.59 9.51 0.48

1000 (2200x2200) 12 9.80 1.49 23.06 1.14
16 16.52 2.32 35.90 1.29

Table 3.5: Current organized average sensor CSD for Leach protocol

Leach
Network size d Mean Standard deviation

MaxCSD MinCSD AvgCSD MaxCSD MinCSD AvgCSD
8 21.02 4.14 9.98 2.34 1.12 1.29

100 (300x300) 12 44.22 11.02 22.89 3.78 2.66 2.92
16 60.93 17.10 33.88 5.08 3.59 3.68
8 18.77 3.09 8.42 1.71 0.63 0.66

300 (600x600) 12 40.20 8.36 20.16 2.68 1.33 1.20
16 57.87 13.31 30.32 3.91 1.84 1.75
8 9.66 0.16 3.66 0.72 0.11 0.29

600 (1400x1400) 12 23.43 0.47 10.13 1.39 0.29 0.62
16 36.36 0.95 16.79 1.71 0.48 0.85
8 9.21 0.01 2.53 0.85 0.01 0.23

1000 (2200x2200) 12 23.02 0.08 7.48 1.21 0.05 0.44
16 36.30 0.08 13.18 1.86 0.13 0.72

Table 3.6: Current organized average sensor CSD for our proposal

Our Protocol
Network size d Mean Standard deviation

MaxCSD MinCSD AvgCSD MaxCSD MinCSD AvgCSD
8 21.85 5.07 11.60 1.94 0.95 1.14

100 (300x300) 12 46.45 12.98 26.48 3.57 1.96 2.24
16 63.98 20.41 38.95 4.37 2.64 2.72
8 20.29 4.01 10.08 1.04 0.57 0.58

300 (600x600) 12 43.98 11.10 23.90 2.21 1.17 1.30
16 61.26 17.87 35.86 2.52 1.60 1.38
8 11.40 0.78 5.17 0.52 0.18 0.35

600 (1400x1400) 12 26.62 2.69 13.91 1.01 0.51 0.70
16 40.87 5.25 22.82 1.23 0.90 0.87
8 10.08 0.64 4.40 0.48 0.14 0.29

1000 (2200x2200) 12 24.43 2.25 12.40 1.04 0.46 0.72
16 37.93 4.60 20.98 1.13 0.93 0.95
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Table 3.7: Average group membership sizes (d = 8)

Average Membership
Network size Leach Our Protocol

Mean Std dev Mean Std dev
100 (300x300) 10.66 1.11 10.82 1.07
300 (600x600) 10.93 0.78 10.72 0.65

600 (1400x1400) 21.18 2.74 13.35 1.01
1000 (2200x2200) 46.28 9.23 16.77 3.86

randomly rather than deterministically, most of the times this results in suboptimal

selection of clusterheads. This in turn results in situations where sensors having

distant soliciting clusterheads will extend their radio range in order to join any

nearby less crowded clusters. It should be noted that the objective of any self

organizing algorithm is to abstract the random topology into an easily controllable

network infrastructure. Thus, any group based self organizing algorithm will try in

a best effort manner to include each sensor node in at least one group. In pursuing

such a goal, Leach ends up having larger group memberships than our approach.

This can be clearly observed from table 3.7, where the average group size for our

approach remains within 20 members whereas for Leach it may be up to 55 members

as network size increases from 100 to 1000 sensors.

Tables 3.3, 3.4, 3.5, and 3.6 analyze the effectiveness of our organization and

Leach with regard to the cumulative sensing degree (CSD) metric. Table 3.3 shows

the mean of the maximum, minimum, and average CSD of a sensor node assuming

that it has all its neighbors in its group. We compare these static CSD values

with the current CSD values obtained after the groups have been formed by the

self organizing algorithm. It can be seen from tables 3.5 and 3.6 that our protocol

always results in sensor nodes retaining most of their static CSD values, whereas

Leach results in an appreciable loss in node CSD due to suboptimal selection of
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clusterheads. However this difference is negligible because Leach has orphan nodes

select any nearby distant suboptimal clusterhead in order to be registered in some

group. Table 3.4 shows the mean of the average CSD values of the clusterheads

or the sensor coordinators (also referred to here as leaders). It can be clearly seen

that due to deterministic leader selection our self organizing protocol has higher

average leader CSD values than Leach. One interesting result in all these tables

is the dependency of our CSD approximation on the sensing cell dimension (or

application specified sensing accuracy) d. In general, it is observed that lower

values of d yield a better CSD approximation.

3.4 Summary

In this chapter, we present a role-based hierarchical self organization algorithm

for wireless sensor networks. The algorithm groups sensors into sensing zones that

are coordinated by a sensor coordinator. We also propose a sensing based metric

CSD (known as Cumulative Sensing Degree) to form sensing zones. In order to form

a hierarchy of back bone nodes we extend the CDS formation algorithm proposed

in (Wu and Li, 1999) (Wu, 2002). The resulting self organized network consists of

sensing zones that are connected to each other by a hierarchy of backbone nodes.

The simulation results show how a randomized cluster based organization per-

forms worse as network size increases. Since our algorithm selects sensor coordi-

nators deterministically, we have shorter distances between sensing zone members

and the sensor coordinator. From figure 3.20 it can be seen that there is still some

overlap between neighboring sensing zones. The amount of overlap among neigh-

boring sensing zones reflects the need for collaboration for events occurring at the

border of the sensing zones. For targets or events that migrate across sensing zones,



138

this overlap of sensing area among sensing collaborators reporting to two or more

sensing coordinators is very useful and necessary. However, the size of the member-

ship in this area of overlap among sensing zones needs to be controlled adaptively

with moving events and changing network dynamics, if one needs to minimize radio

communication overhead in these areas.

Our algorithm is a first step toward network organization after neighbor dis-

covery. In the next chapter we generalize our role-based organization technique to

implement a role-assignment framework (URAF) that unifies both the maintenance

and the reorganization phase (similar to (Subramanian and Katz, 2000)) of a com-

plete self-organization algorithm for wireless sensor networks. In most of the previ-

ous research literature it is assumed that a hierarchical organization is too static (or

rigid) to be reorganized with respect to the ultimate traffic pattern that may run on

top of this self organized network architecture. It is also believed that concentrating

specific responsibilities on specific nodes will result in such nodes becoming likely

points of failure, thus making such a hierarchical network inherently less fault toler-

ant. However with sufficient network density, the unified role-assignment framework

(URAF) can support efficient solutions that systematically rotate or (re)assign roles

among neighboring nodes in a localized manner without much overhead.
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Chapter 4 – Unified Role-Assignment Framework for

Wireless Sensor Networks

In this chapter, we conceptualize a generic role-based assignment framework.

This framework is an extension of the Connected Dominating Set (CDS) based

reduction technique introduced in chapter 3. We have used this technique to iden-

tify specific roles in a role-based hierarchical network organization (RBHSO). The

technique employs the use of rules that elicit the list of metrics a node should re-

cursively compete with in order for it to be locally dominating among its peers for

a particular role.

The use of a particular metric for the selection of a specific role is design depen-

dent and is most importantly influenced by the application requirements expected

of that role and the environmental characteristics within which the role is supposed

to deliver. In other words, not every instantiation of a specific role using the same

set of rules may be enough for all applications.

With changing environmental and network dynamics, it becomes difficult for

an end-user or the network operator to envision and implement clear-cut strategies

incorporating trade-offs among diverging (if not converging) application require-

ments. This problem is not only limited to application solutions that execute as

roles in the network. It could manifest for any higher layer protocol solution that is

based upon certain cross-layer optimizations for protocols at the lower layers. The

Unified Role-Assignment Framework (URAF) is a generic and flexible platform that

supports implementation of custom strategies such as topological role assignment
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for task mapping, role scheduling for dynamic resource management, and role re-

assignment for node load balancing. In case of ad hoc wireless sensor networks,

conserving energy while meeting delay requirements simultaneously are the set of

diverging parameters that applications usually optimize.

The scope of this chapter is limited to the features provided by the framework.

The framework gives the flexibility and the responsibility to the end-user to use

these features to come up with a specific solution in terms of roles and rules. The

framework is not a solution unto itself. However, two different protocol solutions

based upon the same implementation of the role-based framework can be compared

and analyzed.

The chapter is organized as follows: We first provide the motivation for a role-

based framework. The next section discusses the design aspects of the unified

role-based assignment framework (URAF). It provides an introduction to the ba-

sic controls or interfaces provided by the URAF. These serve as tuning knobs for

applications to embed specific service requirements for further customizations. In

particular, we discuss the following:

1. Hierarchical decomposition of an application service to tasks and then to

roles. We abstract inter-task coordination in terms of a hierarchical task-

graph. These tasks (or sub-tasks), when executed distributively by nodes in

the network, require hierarchical coordination and management. This is rep-

resented in terms of two way handshake based coordination among manager

roles and worker roles. A role-coordination graph represents these coordina-

tions in terms of message exchanges among roles.

2. We use domain specific models such as the role-energy model (R–∆E) and the

role-execution time model (R–∆T) to abstract the measurement of energy and
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time-based performance metrics for individual roles.

3. We propose rules that are used as role-controls for role assignment, failure

monitoring, feedback, and role-reassignment for load balancing and/or repair.

4. We elicit a network model for unifying the use of node resources in terms of a

common metric, that is, energy. We use this model to profile the load imposed

upon a node by a role in terms of the energy usage per unit time.

5. We assume the existence of a concave role service utility (RS–∆U) model for

the domain for which sensor network services are being optimized. This model

is an abstraction of a general observation from real life sensor networks. In

general, it is observed that the marginal benefit of assigning additional re-

sources (in terms of roles) beyond a certain point does not result in any

meaningful improvement in service quality. This model is needed to under-

stand the initial number of roles with which the role assignment algorithms

begins in order to achieve the desired performance in the network.

6. We also assume the existence of basic protocol layer functionalities such as

channel access or wireless media scheduling schemes for communication, flow

control, transport level reliability schemes, security, position estimation, time

synchronization, sensing, actuation, processing using A/D converters and the

on-chip CPU, data storage and caching. In other words, we assume the exis-

tence of open network interfaces up to layer four along with a repository that

shares interesting cross layer information.

The third section provides a high level architecture of the framework. This

section correlates several features of the framework into specific components. This
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serves as a reference to unite all the features that the framework supports. A high

level algorithm lists the basic steps for any application service to be mapped in

terms of roles and executed in-network.

In the fourth section, we consider a generic role-based formulation of the prob-

lem of minimum resource usage and minimum performance delay for any sensor ap-

plication. With this, we investigate role-assignment (RA) requirements for energy

minimization of individual and multiple services running among the same set of sen-

sor network nodes. Specifically, we consider algorithms for Minimum Total Energy

RA (MTERA) and Multi-Service Minimum Energy Role Assignment (MSMERA)

requirements. These problems when resolved in terms of an optimal assignment of

roles to nodes is essentially equivalent to computing the MCDS (Guha and Khuller,

1996) which is a well-known NP-hard problem. A combinatorial scheme that solves

both the MTERA and MSMERA problems distributively is difficult and an opti-

mal solution to this problem is NP-complete. We propose a number of techniques

that fine-tune our generic rule-based RA algorithms (based on the CDS technique).

We propose a novel technique that is a hybrid approach known as the Cooperative

Redundant Coalitional Role-Assignment (CRC-RA) with iterative pruning. We

conclude this section by evaluating the generic and flexible nature of the framework

(URAF) toward implementing other practical sensor application requirements.

Finally, we conclude the chapter by summarizing the features and limitations of

the Unified Role Assignment Framework.

4.1 Motivation

The design of the framework builds upon fundamental aspects of large-scale

distributed systems such as organization, hierarchy, aggregation, redundancy, and
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approximation. In the following discussion, we use the terms functions, tasks, or

roles interchangeably. The framework uses these concepts in the following broad

manner:

1. Organization: The network organizational architecture provides a framework

for decomposing a global optimization problem into a set of local optimiza-

tion problems with controlled interactions among them. The organizational

architecture or structure acts as an underlying overlay such that it not only

determines the patterns of network communication activity but also controls

relationships among neighbors participating to perform a service. This overlay

exploits locality by structuring the deployed network into manageable network

partitions. Nodes belonging to a particular sector or partition thus limit both

their information exchange and the resulting load experienced to within that

partition.

For example, in chapter 3, the role-based hierarchical organization (RBHSO)

provides the basic infrastructure to support localized services, resource shar-

ing, and collaboration. It also promotes scalability in the presence of a large

number of sensor nodes and target events.

2. Hierarchy: Nodes are organized into a hierarchical network such that the

control is done by nodes at higher levels for nodes below them that execute

specific protocol tasks. This service control responsibility can be assigned in-

crementally and recursively to nodes at higher levels of the hierarchy. This

hierarchical coordination mechanism is contextually dependent upon node

density and the number of target events present in the network. In chapter 3,

the RBHSO algorithm is evaluated against a randomized cluster based orga-
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nization for different network sizes, the number of sensing zones (or clusters),

and the overlap among them.

For example, if the monitoring area is small, and events are infrequent, only

a few sensing nodes may need to be made available to monitor and track an

event. In this case, a hierarchical organization where sensing nodes at the

lower level of hierarchy report to some sensing manager at the higher level

would be overkill both in terms of communication overhead and monitoring

requirements. For this scenario, a peer-to-peer single level coordination archi-

tecture may be sufficient. On the other hand, if the monitoring area is large

and the events are many and frequent, and the sensing resources are scarce,

a multi-level hierarchy may be more appropriate.

3. Aggregation: Collaboration among nodes in the neighborhood pursuing a

specific mission signifies an aggregate or a group (of members) that acts as

a single entity to execute an application desired service. In other words, if

a service or a task can be expressed as an aggregation of specific functions,

a single node or a set of multiple nodes in the vicinity can undertake any

combination of these functions such that their collaborative execution accom-

plishes the service or task. This collaborative function assignment to nodes

can change over time. The optimal functional decomposition of any service

is highly dependent upon the domain and the underlying network topology.

Moreover, in order to reduce hot spots or functional disparity among nodes,

it is necessary that the load be balanced among nodes executing specific task

functions. It is also necessary that any functional load and the aggregation

of these be empirically expressed in terms of a common metric, say energy

used per unit time. Such a metric can serve as common yardstick for load
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balancing protocols to balance the average load among nodes.

4. Redundancy: Fault tolerant network protocols usually require redundancy

both in terms of functions and their assignment to nodes. In other words,

critical functions should be replicated in advance. Critical functional state

updates should also be cached redundantly across nodes. Redundant nodes

should be made available in the vicinity of critical roles (tasks or functions)

such that the network can dynamically anticipate a failure and also repair

itself. This allows nodes to quickly detect neighbor failures instead of waiting

for a status response to a query, thus supporting dynamic and transparent

adaptation to repairs.

5. Approximation: It is difficult to gather and disseminate complete network

information to all nodes in the network. This is not feasible due to the large

communication overhead, storage, processing, and energy constraints. More-

over, network state changes are very dynamic and contextual. Most of local

state changes may not be useful to remote nodes in the network in compari-

son to the overhead involved in communicating these. Moreover, by the time,

the information is received and processed at any node in the network, the in-

formation has already become stale and irrelevant. Thus, approximate state

information along with locality should be considered in the reasoning neces-

sary to make effective coordination decisions among nodes collaborating to

perform a service.

The concept of approximation is most valuable for characterizing the general

performance characteristics of a global service that has been partitioned to a

set of local tasks and is assigned to different nodes in the network. In this
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case, for additive or multiplicative metrics such as delay, energy, etc. the global

performance is approximately equivalent to some aggregate function (such as

addition or multiplication) of performance expected of nodes participating to

perform that service. This property is also useful to fault-tolerant and resource

adaptive protocols that use approximation to predict task performance and

failures.

4.2 Role Abstraction Concepts

In this section, we discuss the following abstraction ideas conceptually:

• A service is composed of several tasks or subtasks that are cumulatively exe-

cuted by nodes in the network,

• A role is a topological abstraction of tasks (and/or subtasks) and its subse-

quent node-level execution,

• A role-coordination graph (RCG) represents the topological organization and

coordination among roles for a certain service,

• Rules abstract specific role requirements expected of any node executing that

role, and

• Role assignment (RA) is the process by which nodes collaboratively and lo-

cally assign roles among themselves.

4.2.1 Services

Wireless sensor networks require several network services such as neighbor dis-

covery, localization, time synchronization, network self-organization, data aggrega-

tion, storage, event detection, monitoring, tracking, and reporting. These network
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services are usually executed locally and in a distributed fashion among a group of

neighboring nodes each one collaboratively executing a task or a set of tasks for

that service.

Service provisioning in networking terms usually requires the provisioning of net-

working elements for specific tasks within the network such that their collaborative

participation over time cumulatively delivers the desired service. The networking

elements here refer to the use of various node and network resources such as sensors,

radio, memory, cpu, and storage. In addition to distributed provisioning, there is

need for accounting, management, and load balancing of network resources among

services. A hierarchical network organization allows both control and service func-

tions to be managed and executed in a scalable, localized, and distributed manner.
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Route Manager
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Router
Router

Aggregator
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Router
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Figure 4.1: Provisioning of Network Resources for Tracking Application in WSNs

Figure 4.1 shows a tracking application executed by select nodes in the wireless
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sensor network (WSN). At the network organization level, the sensor nodes are

grouped into sectors that are managed by the sector manager. Every sector man-

ager is hierarchically connected to nodes that act as sensing aggregators and/or

routers. In other words, depending upon the proximity of a node to a region where

sensing events are being monitored, a node that was acting as router can assume

a data-centric role such as a sensing aggregator. The routers in turn are managed

hierarchically by route managers. At a regional level, there could be a regional

route manager (RRM) that manages several neighboring route managers. Since in

WSNs the sensing event data is location-centric, it aids mapping of tasks such as

sensing coordinators, sensing collaborators, and sensing aggregators in the vicinity

of an event. A sensing coordinator manages the sensors within its sector and passes

information to the sector manager or a sensing aggregator. Sensors that participate

in sensing and monitoring an application-desired event act as sensing collaborators

and they dynamically elect among themselves a sensing coordinator for coordina-

tion and management of the sensing activity or task. A sensing aggregator can

collaborate among several sector managers to monitor and track an event moving

across neighboring sectors. Sensing aggregators for different regions in turn report

to a higher level node known as the track manager in this hierarchical organization

of the tracking service. A remote base station could query this track manager at

desired intervals and this data is eventually consumed by the tracking application

for further processing. Nodes that do not participate in providing this service are

idle and redundant. Such idle nodes can be managed effectively to repair failures

at different levels in the hierarchy by a sensing coordinator or sector manager or

route manager or track manager.

The Unified Role Assignment Framework (URAF) supports specific abstractions
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that are based on the above-mentioned concepts of network organization, hierarchy,

approximation, aggregation, and redundancy to manage the topological partition

and mapping of several functions (or tasks) for any application service. These ab-

stractions are flexible to capture and unite both the low level resource requirement

of any elementary task and the high level topological organization and coordination

of such resources for their effective management across services and nodes in the

network. This section highlights the network level topological abstraction of the

tracking service. In the next section, we generalize the high-level hierarchical de-

composition of services to tasks to form an intermediate and low-level abstraction

known as task graphs.

4.2.2 Task and Task Graph (TG)

The task-based abstraction is a low-level resource based approximation. In other

words, the task abstraction requires that a service be hierarchically decomposed

to its elementary tasks such that these tasks at the lowest level approximate the

principal resource required to execute it. This service to task decomposition is then

organized and managed by a hierarchical organization of worker–manager tasks.

Figure 4.2 shows a generic organization of tasks and their management. At the

lowest level, the subtasks, say Ta1,2,3, interrelated to a task say Ta, approximate

the use of resources, 1, 2, and 3. These subtasks are then managed by its next

level manager, say task Tamanager. This is recursively continued for management of

unrelated tasks at the next level, say Ta and Tb, to get the Tabmanager until we get

the Tab...zmanager. This hierarchical decomposition known as a task graph, represents

a centralized organization that spans hierarchically from a parent to its children.

In practical situations, such a clear-cut service decomposition and organization is
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not possible and is also not recommended for ad hoc networks. This is because

of the overhead involved in constructing and maintaining such a multi-level task

hierarchy. At best, a two to three level hierarchy such as the one organized in the

RBHSO architecture described in chapter 3 is recommended.

ab Manager

Tb1 Tb2 Tb3

Tb Manager
Ta Manager

Ta1 Ta2 Ta3

Tcd Manager

Tc Manager

Tc1 Tc2 Tc3

Td Manager

Td1 Td2 Td3

Tmn Manager

Tm Manager

Tm1 Tm2 Tm3

Tn Manager

Tn1 Tn2 Tn3

Tab...z  Manager

Tyz Manager

Tz Manager

Tz1 Tz2 Tz3

Ty Manager

Ty1 Ty3Ty2

T

Figure 4.2: Task Graph: Hierarchical organization as worker–manager tasks.

In addition to expressing the worker–manager relationship between the various

sub tasks and their associated parent task for a certain service, a task graph should

also account for the various dependencies and redundancies among neighboring

tasks. Tambe (Tambe, 1997) in his research on flexible coordination framework

among group members has identified three primitive inter-task relationships such

as (1) AND-combination, (2) OR-combination, and (3) task dependency.

For example, symbolically a [SERV ICE] could be expressed in terms of m dif-

ferent tasks {T1, T2, T3, . . . , Ti, . . . , Tm} along with their specific inter-relationships.

Among these tasks, some tasks may be redundant and some may be necessary,

whereas some tasks are dependent on each other temporally, spatially, or topo-

logically. Thus, if all the tasks were necessary, the service could be expressed
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as [SERV ICE] ⇔ ∧n

i=1 Ti. On the other hand, we could have [SERV ICE] ⇔
∨n

i=1 Ti. We could have Ti → Tj which means Tj is directly dependent on Ti. This

directed dependency relationship, when perceived temporally, would imply that Ti

needs to be executed first so that Tj can execute next. From the spatial or topo-

logical perspective, it implies that the nodes executing both Ti and Tj can either

be the same node or they should be in the neighborhood. When both Ti and Tj

are dependent on each other in a way that there is no need to maintain specific

causal ordering for scheduling their execution, then they are said to be reflectively

dependent, Ti 
 Tj .

In summary, a task graph represents the following:

1. Service decomposition in terms of tasks and subtasks,

2. Specific temporal, spatial, and topological inter-dependencies among tasks,

and

3. Inter-task coordination abstraction in terms of hierarchical worker–manager

organization.

Such a hierarchical task graph allows a seamless and transparent mapping of

any service to any hierarchical network organization such as a tree or a cluster. For

battery powered sensor nodes in a wireless sensor network, this results in energy

savings as the state maintained for these network organizations can be iteratively

reused for any necessary task assignments and their subsequent adaptations de-

pending upon application requirements or available energy. In the next subsection,

we consider an example partitioning and task graph organization of a data aggre-

gation service. We discuss the ability of the framework to embed a domain specific

application requirement of a data aggregation service on such a task graph.
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Example task graph for a data aggregation service

In figure 4.3(a), we see that the data aggregation service is hierarchically par-

titioned into tasks and subtasks until no further decomposition is possible. For

example, at the topmost level of the hierarchy the data aggregation service consists

of the coordination among the following tasks such as sensing coordination, routing,

and data collection by node(s) acting as sink(s). Similarly, each of these tasks are

again partitioned into subtasks, with the task at the immediate higher level act-

ing as a coordinator for lower level subtasks. For example, the sensing coordination

task at the higher level is essentially a coordination among sensing, fusion, and data

forwarding subtasks at the lower level of the hierarchy. Eventually, such a recursive

partitioning of tasks into a hierarchy continues until the task(s)/subtask(s) at the

lowest level cannot be further subdivided.

(b)

[Data Aggregation]

[Sensing]

[Fusion]

[Sensing Coordination]

[Process][Store]

[Forwarding]

[Sink]

[Listen]

[Routing]

[Listen][Transmit]

[Forwarding]

Tasks and subtask partitions

(a)

[Data Aggregation]

[Sensing]

[Fusion]

[Forwarding]
[Forwarding]

[Listen]

[Sensing Coordination] [Sink][Routing]

[Listen][Transmit]
[Process][Store]

AND−combination

OR−combination

Directed Dependency

Reflective Dependency

Figure 4.3: Data Aggregation: (a) Hierarchical decomposition and (b) Task Graph

In figure 4.3(b), we see observe the following:

• [DataAggregation]⇔ [SensingCoordination]
∧

[Routing]
∧

[Sink] which means
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that the service needs all the 3 tasks of sensing coordination, routing, and a

sink.

• [SensingCoordination] → [Routing] → [Sink] implies that the order of exe-

cution is sensing coordination, then routing, and then finally sink.

• The [Fusion] subtask consists of tasks [Store] and [Process] in an OR rela-

tionship, which means that the raw sensor readings may not need any process-

ing and can directly be transmitted or they need to be stored and processed

further before being forwarded to the next hop toward the sink.

• Both [Store] and [Process] subtask(s) do not seem to have a stringent causality-

based scheduling requirements; They can be executed in any order. We will

discuss role scheduling later.

A task graph representation makes it feasible to understand different ways by

which a network can be tweaked to embed domain-specific objectives of a certain

service. This is usually done by identifying and targeting only the relevant tasks or

subtasks in the task graph that are concerned with delivering this specific service

requirement. For example, it is easy for an application to specify the sensing fault-

tolerance of a data aggregation service by specifying that it needs a minimum of, say,

5 sensors to cumulatively agree on genuine sensing events and/or discard spurious

ones. From the perspective of a hierarchical partitioning of tasks into subtasks, such

an objective can be taken care of by a regional sensing coordinator that verifies that

it has at least 5 sensors reporting about any event.

Similar analogies apply to other tasks such as [Fusion] and [Routing] that can

be tweaked for energy optimizations implemented by way of data compression and

the sensing and monitoring periodicity expected by the service. Any application
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information specified in this way allows the wireless sensor network to pursue in-

creased energy savings, as it can then map these task partitions to appropriately

sized groups within the vicinity of a sensing event. The URAF assumes the existence

of domain-specific models that account for the tweaking of specific parameters with

regard to general performance metrics such as energy and delay. We will discuss

such models in a later section in this chapter.

4.2.3 Roles

A role is an abstract specification of the set of activities an individual sensor or

a subgroup of sensors undertakes in the service of the group’s overall activity. Thus,

for example if the data aggregation service as shown in figure 4.3 were mapped to a

region consisting of some number of nearby sensors, then the task(s) or subtask(s)

executed by a node individually or together with its neighbors would determine

their interaction in terms of their respective role(s).

In other words, there could be some set of nodes pursuing sensing coordination

activity whereas a neighboring region would perform the routing task to route

data from the sensing coordination region to the sink node(s). Within the sensing

coordination region, one of the node may act as a sensing leader or coordinator

for that region, whereas others would act as sensing collaborator(s) executing tasks

such as [Sensing] and [Forwarding]. The sensing coordinator may perform the

tasks of [Fusion] to fuse data from the sensing collaborators and [Forwarding] to

relay the processed information with hop-by-hop routing toward the sink. Thus, a

role constrains a group member, say vi (or a subgroup V ′ of deployed network V ) to

some subtask Tvi of the overall service [T ] a group of sensors may execute. In other

words, role-abstraction is the concept of a time-extended “role” representing the
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behavior of a transient task. This behavioral interaction among roles is controlled

by the role state machine described later.

4.2.4 Elementary and Complex Roles

We have identified the following elementary roles that represent fundamental

tasks executed by a node within a sensor network. These fundamental tasks also

represent the principal resources used by them during execution. These are:

1. ON: Node turned ON and is idle

2. OFF: Node completely turned OFF to save energy

3. Sense: Sensor role, S

4. Process: Processor role, P

5. Store: Node storing data in its memory, M

6. Transmit: Transmitter role, T

7. Listen: Role for listening to packets, L

These elementary task-based role abstractions allow for more complex roles com-

positions. For example, the forwarder role is basically composed of a listener and a

transmitter role. Similarly, we have also formulated other complex roles:

1. Forwarder: This role consists of a transmitter and a listener i.e. F ⇔ T
∧

L

2. Router: This role consists of a series of forwarders i.e. R⇔ ∨n

i=1 F
i

3. Aggregator: This role needs both the memory and the processor roles i.e.

A⇔M
∧

P
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4. Sensing Collaborator: Role similar to tree children/leaves or a cluster member,

denoted by Sm i.e. Sm ⇔ (S
∧

P )
∧

(T → L). This role transmits the sensor

readings and it listens for coordination.

5. Sensor Coordinator: Role similar to a tree root/parent or a cluster head,

denoted by Sh i.e. Sh ⇔ (
∨n

i=1 S
i
m)

∨m

j=1 F
j

6. Sensing Region: Region represented by the whole cluster or tree, denoted

by Sr i.e. Sr ⇔ ((
∨n

i=1 S
i
m)

∧

Sh)
∨

R or Sr ⇔ ((
∨n

i=1 S
i
m)

∧

Sh)
∨m

j=1 F
j.

Alternatively, if there are several sub-clusters or subtrees, then the sensing

region could also consist of several sub regions that could be defined by the

expression, Sr ⇔
∨l

k=1((
∨n

i=1 S
i
m)

∧

Sk
h)

∨m

j=1 F
j).

7. Target Tracking: Roles include track manager, sector manager, and sector,

where the track manager is hierarchically at a higher level than sector man-

agers. Thus, track managers keep track of event(s) moving through neigh-

boring sectors with the respective sector managers collaborating via the track

manager.

4.2.5 Role Coordination Graph (RCG)

Figure 4.4 shows the role-coordination graph for the data aggregation service.

The coordination graph shows the roles organized in a hierarchy with the sensing

collaborators (Sm) and the forwarders (F ) being at the lowest level of the hierarchy.

The sensing coordinator (Sh) is hierarchically dominating as it manages the sensing

collaborators to perform data aggregation. Similarly, the router role (R) is also

hierarchically dominating over the forwarders that relay the data to the sink. The

use of hierarchy in a role-coordination graph (as shown in figure 4.4), allows roles
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Figure 4.4: Role coordination graph for a data aggregation service

at a higher level in the hierarchy to provide coordination information to roles at a

lower level in the hierarchy. This coordination information is communicated among

roles by way of two way handshake message mechanisms.

For example, within the sensing region consisting of a sensing coordinator and

several sensing collaborators, bidirectional communication capability among them

is necessary. This is required in order to exchange both the sensing data (S −

DATA/S−DATA−ACK) and coordination control information (S−SCHED/S−

SCHED−ACK). The control messages, that is S−SCHED/S−SCHED−ACK,

usually include the coordination scheduling scheme for sampling and gathering sens-

ing information. The S −DATA/S −DATA− ACK message exchanges between

Sm and Sh eliminate spurious sensing events and reinforce genuine sensing events.
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The role assignment control messages propagate a node’s capability for a particular

role by way of the role− RA message and an assignment to it by its neighbors in

the form of the role−RA−ACK message. Figure 4.4 shows such an assignment for

all the roles in the hierarchy. The query for a route to a destination is done among

forwarders and routers by way of the Route–Request (RREQ) and Route–Reply

(RREP ) handshake. Similarly information about new routes is forwarded between

the dominating router and the forwarders by way of the Route–Info (R − INFO)

and the Route–Info–Ack (R − INFO − ACK) handshake. The sink or the base

station queries is responded to by the sensing coordinator (Sh) by way of the Data-

Aggregation-Request/Reply (DAG− REQ/DAG−REP ) handshake.

The role-coordination graph (RCG) is thus the message level abstraction of the

coordination mechanism among worker and manager roles organized in a hierarchy.

This message-based coordination detail provides insights into the ramifications of

a particular topological organization of roles in the network. With energy being

the most important constraint in ad hoc wireless sensor networks, an empirical

evaluation of the control overhead of mapping different role-graph configurations

is possible. A prior analysis using this technique will serve to identify practical

application requirements vis-a-vis the actual node deployment in terms of network

size and capabilities. In the next section, we analyze generic rules for several roles.

4.2.6 Rules

The topological assignment of roles to a single node or a group of nodes is done

by iteratively identifying the best node(s) among competing nodes in terms of re-

sources needed to execute a role. We abstract the assignment or selection of roles

by way of rules. We denote rule
[1...l]
role as the set of l rules used to assign a role. Rule
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sets select nodes per specified role-resource requirements. Thus rules involve quan-

titatively qualifying requisite resource capabilities in terms of node connectivity,

energy, sensors and sensing redundancy for a specific role. The assignment of roles

by way of rules is respectively defined as an explicit ordered list of desired resource

requirements. We propose the following rules for the elementary roles discussed

earlier:

• Sensor: We select the best node(s) for the sensor role using the following rules:

(1) Sensor type, (2) Desired event detection tolerance (that is the number of

sensors reporting the event), (3) Maximum energy available, (4) Nominal node

degree (1 or more), and (5) Higher node ID.

• Forwarder: We select the best node(s) for the forwarder role using the fol-

lowing rules: (1) Non-redundant connectivity to disjoint nodes as neighbors,

(2) Minimum distance, (3) Good link quality, (4) Maximum energy available,

and (5) Higher node ID.

• Router: Among forwarders that connect two disjoint neighbors, we select the

one that has connectivity to the maximum number of forwarders for the router

role using the following rules: (1) Is a forwarder, (2) Maximum connectivity

to disjoint forwarders, (3) Minimum hop connectivity, (4) Maximum energy

available, and (5) Higher node ID.

• Processor: Among certain nodes that detect or sense the desired event and

their k-hop neighbors (k ≤ 3) that have free processing resources, we select

the best nodes for the processor role using the following rules: (1) Available

processor, (2) Higher processing speed, (3) Maximum energy available, (4)

Requisite k-hop connectivity with roles like {S, C}, and (5) Higher node ID.
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• Cacher: Among certain nodes that sense or detect the desired event and their

k-hop neighbors (k ≤ 3) that have free memory storage, we select the best

nodes for the processor role using the following rules: (1) Available storage

space, (2) Storage type, (3) Maximum energy available, (4) Requisite k-hop

connectivity with roles like {S, C}, and (5) Higher node ID.

• Transmitter/Listener: Among nodes that assume roles like S, C, P , we need

to select roles like T , L for scheduled communication among other roles using

the following rules: (1) Is assigned a sensor, cacher, or processor role, (2)

Maximum energy available, (3) Requisite k-hop connectivity with roles like

{F,R}, and (4) Higher node ID.

In practical role configurations, we usually formulate complex roles and assign

these to nodes instead of the elementary roles. This is because the elementary roles

when assigned to nodes would require additional manager roles for coordination

and management. Such an approach is overkill and is only used to elicit resource

requirements for complex roles. It is also used to calculate the load imposed by a

complex role on a node. This is accounted for as energy dissipated for respective

combination of elementary roles for the time the role was assigned to the node.

These rules have to be applied recursively to remove redundancy and to achieve

a minimum possible number of dominators that have the best resources to assume

appropriate roles. Nodes that are not assigned any role in this selection process

sleep to save energy.

4.2.7 Role Assignment (RA)

We extend the CDS based domination and elimination technique to have a

generic scheme for recursive role assignment. This technique was discussed in chap-
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ter 3 and was used to architect a role-based hierarchical organization (RBHSO).

Following are the essential steps of the role-assignment process:

1. The role-assignment process starts by having sensors interact with others only

in their local vicinity. This step is the neighbor discovery process and is used

to identify the 1-hop neighbors for any node.

2. Each node performs very simple tasks such as maintaining and propagating

information about relevant resource qualities. In this step, a node announces

its initial capability for a certain role or roles by evaluating their respective

rules and it awaits similar role announcements from its neighbors.

3. A greedy and recursive selection of the dominating nodes for a certain role with

corresponding elimination of redundant nodes using the same rules results in

the mapping of appropriate resource-specific roles at each iteration.

z

ev

u v

y

w x

t

Figure 4.5: Data Aggregation: Example network for role assignment.

For example, in order to map a data aggregation service to a network of 7

sensor nodes in the vicinity of an event ‘ev ’ with node z as the sink shown in

figure 4.5, the first step results in nodes exchanging their resource capabilities.

With this exchange, nodes come to know of their 1-hop neighbors and their resource

capabilities. They also come to know who is in proximity to the event ev and/or the
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sink. In figure 4.6, we consider snapshots of the step-by-step mapping of elementary

roles in the following order: F → S → (C, P ) → (B,L). With the knowledge of

complex role formulation in terms of elementary roles, the final step would involve

assigning Sm, Sh, F , and R.
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Figure 4.6: Role assignment snapshots: (a) Forwarder, (b) Sensor, (c) Cacher,
Processor, (d) Beaconer, Listener, and Router.

Depending upon which role is selected and/or eliminated, it can be seen from

figure 4.7 that the underlying topological organization adapts to changes in roles

assumed by nodes. Thus for a tree-based organization shown in figure 4.7(a), nodes

v, t, and z perform additional tasks compared to nodes u, y, w, and x. In other

words, although nodes u, v, and y detect an event ‘ev ’, only v takes an additional

responsibility of forwarding the combined sensing data to its parent t and then

eventually to sink z. Another case could be where all the nodes (except node u and

sink node z) share equal responsibilities of aggregating and forwarding sensing data

resulting in a chain-based organization shown in figure 4.7(b). Node u could also

rotate responsibilities with y to perform network load balancing. This would result

in the reorganization of the chain as y → u→ v → · · · → z. In a cluster (or CDS)

based organization shown in figure 4.7(c), nodes v and t perform additional tasks of
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cluster coordination and inter-cluster routing. Since the link between v and t serves

as a critical backbone for communication among nodes 2-hop apart, load balancing

is limited to controlling cluster membership and coordination.
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Figure 4.7: Sensor network organizations: (a) Tree, (b) Chain, and (c) Cluster (or
CDS)

4.3 Domain specific models

To accommodate generic as well as specific domain dependencies, we propose

models that incorporate these observations and simplify empirical evaluations of

several role compositions for a particular service. We have identified three such

models in the subsequent subsections.

4.3.1 Concave Role Service Utility (RS–∆U) Model

The capability of both the network and the domain in which it is deployed to

meet requirements specified by sensor network applications is a hard problem to

solve. In other words, it is technically not possible for any ad hoc network to keep

itself current with the available resources at any point in time. As discussed earlier
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in section 4.1, it is not recommended to pursue an approach toward collecting,

maintaining, and forwarding such global network information to the remote base

station where services are usually requested from. This limitation complicates the

problem of role assignment wherein the initial seed to the algorithm, that is the

number of roles needed to execute the service, is missing. With the initial input

to the role assignment algorithm missing, the convergence of the heuristics that

optimize to meet an application requirement is not limited. The role-assignment

heuristic thus needs to play with an artificial limit on the number of iterations.

At times such an artificial limit may result in suboptimal assignment of roles to

nodes in the network. It also makes the end-to-end performance evaluation of

service delivery unreliable. With a change in the deployment domain, the solution

becomes domain dependent and experimental. We propose a domain dependent

model that approximates the resource requirements for meeting a specific service

metric in terms of roles. With any change in domains, the URAF framework needs

to update this model and the remaining components can remain unaltered.
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Figure 4.8: Marginal benefit to applications desiring sensing coverage
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From the classical economic theories for resource allocation, it is observed that

computing optimal resource allocations from sets of utility functions or service qual-

ity estimates is a linearly constrained non-linear optimization problem. In order

to make the problem tractable, economic frameworks such as Game Theory and

Mechanism Design constrain these utility functions to be concave. When applied to

wireless sensor networks, it means that the marginal benefit of assigning additional

resources e.g. sensors, network links, to a role configuration declines steadily and/or

approaches zero: adding resources beyond some point does not result in meaningful

improvement of service quality. From figure 4.8, we can see that the sensing capa-

bilities (measured in terms of sensing coverage or cumulative sensing degree) does

not really increase beyond a certain threshold. In the hypothetical concave domain

model for sensing coverage utility versus the number of sensors, we see that to get

100% coverage, the number of sensor nodes needed is approximately 14. Similarly,

one can develop models for communication latency versus number of hops, which

may help in identifying the number of forwarders or routers needed to route data

to the sink.

4.3.2 Role Energy (R–∆E) Model

The role-energy model abstracts the domain-specific energy dissipation of ele-

mentary and complex role executions within a single node. With the role-based ab-

straction incorporating the in-network locality-based relationship between resources

and tasks it becomes necessary to calculate the load imposed by a role on a node

per unit time in terms of energy. In other words, the role assumed by node v at

any time t (represented here as rolet(v)) can be perceived as the state of a node at

time t.
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Figure 4.9: Hypothetical energy profile of various roles.

In order to profile the energy usage for each role, we need to analyze the local

resources used by a role on a node including energy for performing a certain service.

In order to account for unused resources by a role, we need to consider the fact

that in smart low power sensor devices, it is possible to put predominantly unused

resources into a low power mode where they draw less current. We account for

temporary use of extra resources by accommodating them as relevant complex roles

running at low power for that time. Thus complex roles can be used to account for

additional power draw for both the used and unused resources for the respective

time intervals.

We assume an energy model that can provide us with the cost per unit time

for using the various sensor node actions (Shnayder et al., 2004). Thus, an energy

model could specify the following costs:

1. con: Cost of turning ON a sensor node

2. coff : Cost of turning OFF a sensor node
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3. cidle: Cost of an idle sensor node

4. cs: Sensing Cost

5. cp: Processing Cost

6. cm: Memory storage Cost

7. ct: Transmission Cost

8. cl: Listening or receiving Cost

With this cost model, we can easily approximate the energy profile of various

roles. A hypothetical energy profile is shown in figure 4.9.

4.3.3 Role Execution Time (R-∆T) Model

The role-execution time model determines the approximate time needed for a

standalone task to execute on an idle node. Thus, an execution-time model could

specify the following ∆Ts for the elementary roles:

1. ∆T on : Time interval for turning ON a sensor node

2. ∆T off : Time interval for turning OFF a sensor node

3. ∆T s : Time interval for detecting an event

4. ∆T p : Time interval for processing data in bits/second at a specific CPU clock

rate (in Mhz)

5. ∆Tm : Time interval for storing data in flash memory in bytes/second

6. ∆T t : Time interval for transmitting data on the radio transceiver at a specific

bit rate
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Figure 4.10: Role Execution Time Model: Application service schedule

7. ∆T l : Time interval for listening to or receiving data on the radio transceiver

at a specific bit rate

Since complex roles are assigned to nodes in the network, one can determine

the number of slots needed to execute such a role on a node. The determination

of the maximal number of slots needed for any role, sets the time slice for role

execution, role assignment and role feedback. This limits the minimum interval

an application can poll the network for services such as sensing, monitoring, and

tracking. Figure 4.10 shows the determination of the service scheduling period

based on the maximum time required for any standalone complex role (designated

here as ∆T role−max ) to execute on a node.

4.4 Design of the framework

In this section, we discuss the architecture of the role assignment framework as

it unites the several aspects of the role-based abstraction along with the domain

specific models discussed earlier. The model allows the collection and maintenance

of several task, role, and service-related metrics of a node and its k-hop neighbor-

hood, where it is recommended that k ≤ 3 to limit message overhead and memory

requirements. Such a central repository of state information and tuning interfaces
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abstracted from specific role-abstraction levels would enable the role-assignment al-

gorithm to incorporate relevant state attributes as rules in the assignment of roles

to nodes. It would also allow roles to control or tune to the desired behavior in

response to undesirable local node/network events. This is known as role load bal-

ancing and it is pursued as role reassignment to repair role failures. We will discuss

role failures and role load balancing later in this section.

4.4.1 URAF architecture overview

Figure 4.11 shows the high level design architecture of the unified role-abstraction

framework (URAF) in conjunction with a middleware (RBMW) that maps appli-

cation specified services and expected QoS onto an ad hoc wireless sensor network

with heterogeneous node capabilities.

The design of the framework is modular such that each module provides higher

levels of network abstractions to the modules directly interfaced with it. For ex-

ample, at the lowest level, we have API’s that interface directly with the physical

hardware. The resource usage and accounting module maintains up-to-date in-

formation on node and neighbor resource specifications and their availability. As

discussed earlier, complex roles are composed of elementary roles and these are ex-

ecuted as tasks on the node. The state of the role execution at any point in time

is cached by the task status table for that complex role. At the next higher ab-

straction, we calculate and maintain the overall role execution time and the energy

dissipated by the node in that time. The available energy is thus calculated and

cross checked against remaining battery capacity. There is another table that mea-

sures and maintains the failure/success of a role for every service schedule or period.

This is used to calculate the load imposed by the service at different time intervals.
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Role load balancing protocols try to balance the load across nodes in the network

considering the energy dissipated per unit time by a node across services. Role load

balancing protocols kicks off the role-assignment protocol to reassign roles in the

network for balancing the load and avoiding hot spots. Similar strategies apply for

multi-service load balancing where services are run for uniform energy usage. The

domain specific RS–∆U model provides initial inputs for the number of roles needed

to meet an application requirement. With eventual degradation of the overall net-

work lifetime, the model serves to provide the minimum number of roles needed to

run the service on a best-effort basis.

The role based middleware layer can be implemented on the end user or op-

erator side of the network. In other words, the domain specific model for service

performance in terms of specific role formulations should be maintained and up-

dated by the operator or the client of the network (i.e. the base station or the sink).

A minimal server side of the RBMW interface can reside on every node in the ad

hoc wireless sensor network. The server side interface is responsible for keeping the

client up-to-date with how a service is performing in the network with a specific

role composition that is currently being executed by a set of nodes in the network.

Depending upon whether the network currently is in final deployment stage or pre-

liminary experimental stages, the server nodes can be configured to log messages

to the client (or the base station) at greater or minimal debugging severity levels

respectively. The multi service load balancing component of RBMW could reside

anywhere in the network. In other words, this component can be executed by spe-

cialized roles in the network that act as higher level managers for a specific region

that is involved with executing multiple services. A minimal server side interface of

this component can be implemented by appropriate worker nodes that are assigned



172

multiple roles for executing multiple services.

The URAF should be implemented completely by nodes in the network. To

minimize the complexity of translating {Service, Utility} request from the RS–

∆U model into appropriate roles and rules, the URAF framework can combine

the model, the request specification, and the roles/rules into appropriate domain-

specific service templates that maintain a mapping of QoS to utility to an appro-

priate set of roles and rules that can meet the desired requirement. These three

templates, {Service, QoS} → {Service, Utility} → {roles, rules} can be comple-

mented by an internal mapping to an appropriate role-behavior template repre-

sented as role-coordination graphs (RCGs). In other words, {Service, QoS} →

{Service, Utility} → {roles, rules} → {role, RCG}. A further generalization is

possible by including a specific role-assignment strategy along with the {role, RCG}

template. In other words, role-assignment strategies for different role configurations

can be done in a different way. Similar approaches for role-reassignment protocols

for load balancing can be conceived for different role configurations or RCGs re-

sponsible for executing different services.

The operational measurements in terms of specific performance attributes across

different layers in the stack, need to be measured and maintained by node and their

neighbors uniquely for respective domains. The role energy model is also domain

specific and it depends upon the hardware platform and the composition of tasks for

a specific role. Since the simple roles are fundamental formulation of the role-based

abstraction, these do not change with time. Their respective role energy profile also

do not change with time. Hence the role energy model is the invariant that is the

same and is programmed exactly for all nodes before deployment. Depending upon

the flexibility of the high level programming language, the end programmer can be
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Figure 4.12: Role State Machine

given the flexibility to control role configurable parameters that are published in

the {role, rule} template. However, providing controls for role execution and its

state machine entails a higher programming complexity and domain expertise from

a programmer. Similar is the case for the procedure used to measure the operational

performance that is maintained in a cross-layer status table. With the multi domain

application of sensor networks, a minimal expectation is to have these measurement

procedures documented by a standard committee. Only domain experts or system

engineers should be given programming controls to design a modified measurement

procedure for a specific performance metric.
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4.4.2 Role state machine

The role state machine handles the behavior of the node as it goes through the

process of executing a service through a periodic service schedule that consists of

service feedback, service execution, and service reporting states. Within service

execution, nodes formulate an application scheduling interval. In this interval, roles

are initialized, assigned, and executed. The role execution stage then enters the

feedback stage where the success or failure is reported at the time of service control.

If the failure is irreversible or permanent, then the role state machine is permanently

disabled else a repair is initiated which again kicks off the role-assignment process.

If there is a role-assignment failure then the node decides to gracefully eliminate

itself from participating in service execution and the role state machine transitions

to the dormant state. Figure 4.12 shows the generic role state machine for any

complex role that is to be executed as part of some service.

4.4.3 Role Failures

A wireless sensor network can be subject to several node or network variabilities.

Some of these variabilities are temporary and these are usually caused by changes

in the environment and/or network conditions. Of these temporary node/link fail-

ures, some of them may become permanent. Additionally, the software that guides

the behavior of the node executing a particular role for a certain service has several

constraints and dependencies. Mostly, constraints that are due to local state de-

pendency among neighboring roles are usually temporal, spatial, and topological in

nature. For example, a dependent role can fail to share vital state information with

its dominating (or peer) role within a certain time duration. This failure, though

local, can affect other dominating roles at a higher level in the hierarchical role
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Figure 4.13: Monitoring Role failures: (a) Hierarchical Role-network organization
and (b) Dominating roles acting as monitors for roles at lower level.

organization of a certain service. In the worst-case scenario, if the failure cannot

be contained, its propagation can bring the whole service to a virtual halt.

Figure 4.13(a) shows an example mapping of a certain application service to a

hierarchical role-based network organization. Figure 4.13(b) shows how dominating

roles at a higher level in the hierarchy can act as monitors (Tambe, 1997) to track

a groupmate’s role performance or infer their role non-performance. For example,

roles at a higher level can not only predict energy consumption of roles below but

also act as arbitrators for fairness. However, it should be noted that accurately

determining role performance is not easy as it is partly domain dependent and it

may involve sharing a lot of contextual state information among roles. Depending

upon the application requirements, the advantages of making a quick decision in

a dynamically changing wireless sensor network based on approximate monitoring
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quiet outweighs the overhead of delaying a decision based on the determination of

an accurate value.

Figure 4.13(b) shows roles organized in terms of their dependencies. Intuitively,

role failures in such an organization can occur in the following scenarios:

1. In an AND-combination where any sensor or subgroup fails in its role. For

example, if one of the node(s) executing r11, r12 or r13 fails, then the role r1

fails.

2. An OR-combination when all the group members are role-dependent on a

single individual or a single subgroup. For example, if roles r111 and r113 both

fail then role r11 will fail. The role r112 is a redundant role and its failure will

not affect the success of role r11. However, role r112 can serve as a replacement

when one of its equivalent roles r111 or r113 fail.

3. In a role dependency failure, where rolej is dependent on rolei (rolei → rolej),

failure of rolei would mean that rolej cannot execute. For example, if role

r131 fails, then role r13 cannot execute. Also, since role r13 is also similarly

dependent on role r132, a candidate role say, rx has to be determined such

that r132 → rx → r13.

In the all these scenarios, a group or subgroup reconfiguration may be clearly

warranted. This reconfiguration may involve determining and announcing candi-

date nodes for critical role substitution and deleting non-critical, conflicting, and

redundant roles depending upon desired application requirements. A reactive ap-

proach where non-performing roles detect their failures and also determine and

announce a candidate for role substitution would be preferable to a proactive one

where neighbors periodically detect and correct each other’s failures. Also, care
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has to be taken to ensure that repairs or new role assignments for critical roles be

confined to the local context of individual roles or sensors to avoid any global side

effects.

4.4.4 Role reassignment and load balancing

Load balancing is pursued by the following two techniques. Both of them result

in a repeated execution of the role-assignment algorithm. Hence, repetitive load

balancing might be costly in a resource-constrained wireless sensor network and at

times may outweigh the savings achieved by load balancing.

1. Pairwise Local Neighborhood Role Exchange: In this scheme, neighbors ex-

change roles according to their capabilities.

2. Pairwise Local Neighborhood Role Evolution: If the first scheme fails to find

a replacement neighbor for a load intensive role, the node splits the complex

roles into several simpler roles and role exchange is then pursued among nodes

in the k-hop vicinity. A similar approach applies where disparate roles merge

into a complex role and is assigned to the lowest loaded neighbor.

4.4.5 Role assignment strategies

The abstraction of services and the mapping criteria to nodes in terms of roles

and rules respectively lends the URAF framework to support a variety of other

role-assignment strategies. Here are the following role-assignment strategies:

1. Redundant (or naive) role-assignment technique: In this technique, given the

number of roles and the geographic location where they should be assigned,
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the strategy is to allow nodes to take over roles without any further arbitra-

tion. This algorithm is quite fast as it converges in O(1). However, it is not

guaranteed that it achieves the requisite service performance. Usually this

technique should be used to compare the performance of other RA strategies

at various points in the network lifetime.

2. Greedy recursive dominating set based reduction technique: We have used this

technique to organize a randomly deployed sensor network into a hierarchical

role-based organization. Typically, such a technique should be used right after

neighbor discovery and network (re)deployment. With such an organization,

the network already has a list of dominators for assignment to load intensive

roles. The candidate set for service-based role assignment is thus reduced and

the role-assignment algorithm can converge (if possible) in fewer iterations.

3. Utility based role assignment by way of ranking: Given a global objective func-

tion that has to be optimized by a sensor network, suitable local role-utility

functions are designed such that each sensor while “selfishly” optimizing its

own local role-utility functions leads to sensors assuming roles that when col-

laboratively executed results in optimizing the desired global objective. A

sensor’s utility for a role can in fact be affected by the overall assignment of

roles to sensors. The state-of-the-art for capturing inter-related utilities of

this kind is the “Markov Decision Process”, which is somewhat difficult to

solve quickly enough for dynamic networks such as WSNs (especially when

sensors have partial observability about the global network conditions are

considered). Optimal role-assignment solutions that require higher overall

optimal utility is impossible. This problem is similar to optimal schedul-

ing. Usually utility based role assignment algorithms are modeled on Game
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Theoretic and/or Mechanism design based strategies that require that Nash

Equilibrium is achieved at the termination of the algorithm, where there is no

role that a node can assume to maximize its utility. A common problem with

dynamic role assignment is that small changes in utility estimates can cause

roles to be reassigned very frequently, often in an oscillating fashion. Thus,

the solution is to explicitly consider the cost of role transition in the utility

computation, which will tend to induce a degree of hysteresis. This is usually

done by adding a fixed amount of utility to the sensor retaining its current

role.

4.5 URAF applications

4.5.1 Multi-objective Role-Assignment: MERA

An optimal algorithm for RA needs to map the services in such a way that

it can simultaneously meet a number of objectives. For energy-constrained sensor

networks, the most important objective is to have a minimum energy role assign-

ment (MERA). As roles could be mapped to a single or a group of nodes, the

MERA problem essentially translates to the minimization of the number of roles

that are correspondingly being mapped to a topological organization that not only

minimizes the number of flows among the roles but also leads to shortest paths

communication among them. In other words, the solution to the MERA problem

depends upon the following factors:

1. Minimum number of roles for a service,

2. Minimum number of nodes per role for a service,
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3. Minimum dependency among roles that results in minimizing communication

flows,

4. Shortest path connectivity among roles,

5. Minimum number of messages exchanged during any RA round, and

6. Minimum number of such RA rounds per service mapping.

The MERA problem is a MCDS problem where a set of dominators with desired

properties need to identified in such a way that they form a minimum set. Also

the dominators need to form a minimum connected backbone such that the non-

dominator nodes are having at least one dominating node as their neighbor. Guha

and Khuller (Guha and Khuller, 1996) firstly used the MCDS problem in general

graphs to model the problem of computing a minimum size virtual backbone in

heterogeneous wireless networks. Since a smaller size virtual backbone is expected

to have less control overhead in terms of messages and reduced interference, the size

of the CDS is considered as one of the major quality criteria in the literature. Since

computing the MCDS is a well-known NP-hard problem, a combinatorial scheme

that solves the MERA problem distributively is difficult and an optimal solution to

this problem is NP-complete.

A centralized approach that solves for this many parameters using Linear/Dynamic

Programming would anyways become suboptimal with minor changes in network

dynamics. In order to adapt to these changes, such a centralized algorithm would

have to be repeated a number of times thus making it prohibitively expensive both

in terms of the role-reassignment overhead and its cost to gather updated network

state information. Moreover, the problem of optimal role-assignment to meet de-

sired service quality (QoS) is a problem that is domain specific and it needs detailed
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and specific inputs in terms of service specifications that specify some of the above

factors. In other words, factors 1, 2, and 3 can be generalized depending upon the

type of service, its domain, and the network deployment on which it runs. Some

or all of these can be specified by the base station application as inputs to the

distributed RA algorithm. Thus, nodes need not waste energy solving for these

parameters using partial network information.

In a random sensor network deployment, it is not necessary that having a min-

imum number of roles assigned to a minimum number of sensor nodes would guar-

antee minimization of the total energy expended in the execution of the service. For

example, in a cluster-based organization, it is a well-known observation that having

fewer clusterheads may result in cluster members expending a lot of energy to per-

form a long-haul communication to its nearest clusterhead. Similarly, minimizing

dependency among roles would result in specialization of existing lightweight sim-

pler roles to more complex roles that are more heavy-weight in terms of energy as

they localize more tasks in their individual roles. In other words, some of these fac-

tors are in tradeoff with each other and it is difficult to find an optimal point where

they converge. Also, such a point, if it exists, would change with the dynamics of

the application and the underlying network on which it runs.

4.5.2 Energy-Latency (∆E-∆T ) Minimization

The RA algorithm for ∆E-∆T minimization, though NP-complete, can be mod-

eled as follows:

Let us model a network of N nodes by an undirected graph G = (V,E), where

V is the set of nodes (vertices) and E is the set of links (edges). An edge between

host pairs (v, u) indicates that both hosts v and u are within each others wireless
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transmitter ranges. The corresponding undirected graph also known as a unit graph,

thus has connections to hosts depending on their geographic distances.

For some node v, let us also denote R(v) as its local set of resources consisting of

er(v) its remaining energy resource, sr(v) its sensing resources, mr(v) its available

memory resources, rr(v) its radio resource, and pr(v) its processing resources; For

battery-powered sensors, use of free resources is dependent upon available energy.

Simply put, R(v) = {sr(v)∪mr(v)∪ rr(v)∪pr(v)}⋂er(v). Let us denote, rolet(v)

as the role assumed by node v at time t. As discussed earlier, a role can also be

perceived as the state of a node at time t. Finally, we denote rule
[1...l]
role as the set

of l rules used to assign a role. Rule sets select nodes per specified role-resource

requirements.

Let us consider an arbitrary service involving n nodes {1, 2, 3, . . . , n} assuming

m different roles {role1, role2, role3, . . . , rolei, . . . , rolem} in the vicinity of k hops

for a time interval ∆T and if total loadrole∆T (v) for a node v was normalized as the

use of resources (R) with respect to energy, erR∆T (v), then how does one minimize

total energy expended and execution time for a particular network service.

loadrole∆T =
R
∑

r

err∆T where r ∈ {sr,mr, rr, pr} (4.1)

⇒ loadservice∆T =
m
∑

i=1

loadrolei∆T (4.2)

∴ loadservice∆T =
n

∑

v=1

R
∑

r

err∆T (v) (4.3)



183

4.5.3 Sensor Network Optimizations

The URAF lends itself to further optimization by incorporating the following

general observations or experiences with sensor network applications. Utility-based

modeling of optimization objectives that incorporate these observations have been

considered for sensor networks by Byers and Nasser (Byers and Nasser, 2000). Simi-

lar approaches using weights and rules have been proposed in the research literature

that we discussed in section 2.4 of chapter 2.

1. Energy dissipation increases with the number of sensors participating for a

certain service. The URAF can support this in a number of ways either by

reducing the number of roles or the number of nodes per role or both.

2. Not all subsets of sensors of a given size are created equal. In other words, two

sensing regions with the same number of sensors are not necessarily equivalent

from the perspective of their sensing capabilities. A rule based upon the CSD

(Cumulative Sensing Degree) discussed in chapter 3 can be incorporated in

the selection of the sensing collaborator.

3. Not all nodes need to contribute data to the computation and therefore nodes

can conserve energy so that data aggregation can be performed over larger

periods of time. Role scheduling along with assignment of the sensor and

aggregator roles can be tweaked to meet this objective.

4. For most applications, it is not necessary to have the most highly optimized

output at a given time step. Performing a small number of high quality sensing

operations is not beneficial compared to completing a large number of com-

putations over longer time scales. Fusing data from the maximum number of
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sensors is a short-sighted approach in a power constrained environment. All of

these can be achieved by the appropriate organization of worker and manager

roles and the relationship among them for the data aggregation service in the

role-coordination graph.

5. If a sensing region (or sector) is too large and contains many sensors, then the

communication channel used by the sector manager may become saturated,

affecting both the manager and any other local nodes that use the same chan-

nel. If the sector is too small, then track managers may spend excessive effort

sending information to different sector managers as its target moves through

the environment. The URAF can support this observation by an appropri-

ate domain specific model for the role-execution time model. This model can

make sure that complex roles involving significant coordination messages are

spread out over a longer schedule. Limiting specific role groups such as within

the sector during the role assignment process by way of rules can also support

this observation.

6. As the number of sensors (roles) in each sector increase there is a correspond-

ing marked increase in disparity of sharing responsibilities among sensors.

This is because few roles are communicating much more than their peers.

Thus, as the sector sizes scale, specialized nodes (or roles) become “hotspots”

of activity. The URAF has a domain specific role energy model that accounts

for the load imposed by a role on a node in terms of energy. The role state ma-

chine initiates the role reassignment whenever load imbalance occurs among

nodes. Limits to actionable load imbalance can be set as thresholds that act

as hysteresis to avoid repetitive role reassignment.
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4.6 Summary: Features and Limitations

The Unified Role Assignment Framework has decomposed the problem of re-

source management into a number of sub-problems. These include role formulation

for a service, its assignment strategy in terms of rules (that are based on metrics or

utilities), its reassignment scenarios, and finally its scheduling for service execution.

The URAF abstracts away domain related dependencies, attributed largely to

the heterogeneous sensor network platforms deployed in different environments, to

domain specific models. There are models for role energy usage and the execution

time needed for it to run on a node without blocking. There is also a model that

a role designer or the network programmer may need to decide the composition

of roles for services that are to be executed by the wireless sensor network. This

model requires detailed in-field experimentation that involves measuring the service

performance with various role compositions and role node assignments.

In general, with battery powered ad hoc wireless sensor network, pursuing energy

conservation or network lifetime along with end-to-end delay are the two guiding

factors for efficiently managing network resources. The domain specific role service

utility model is therefore considered as a concave model wherein addition of extra

resources (in terms of roles) beyond a certain point is not going to give the end

user an appreciable increase in service performance (measured in terms of energy

efficiency and end-user delay). The closeness of these three models to the reality

of the domain, controls the leverage the programmer can get by using the APIs

provided by the URAF. This, along with the way the lower layers measure metrics

that are used as rules for role assignment, limit the practicality of the framework

in a real deployment.
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Chapter 5 – Summary and Future Work

The research in wireless sensor networks is currently oriented toward a cross-

layer programming abstraction that allows programmers to perform appropriate

fine-grained or coarse-grained energy efficient resource control using expressive pro-

gramming language constructs and APIs. In that regard, we have identified the

role-based service paradigm for wireless sensor networks. The concept of roles al-

lows a programmer to deal with the assignment and scheduling of tasks to nodes

or group of nodes in the network. We have proposed the Role-based Hierarchical

Self-Organization (RBHSO) protocol as the underlying network architecture that

allows programmers to construct an application specific architecture based on ap-

propriate sensing and networking metrics. This concept of role-based organization

is then extended to provide a generic framework where domain specific properties

are abstracted away by three models: the role energy model, the role execution time

model, and the role service utility model. The service formulation in terms of roles,

its assignment, scheduling, and load balancing are further generalized by the frame-

work as programming interfaces. The language for such a programming abstraction

and the implementation of the framework (both its domain specific parts and its

generic components) are left as a software engineering exercise for the future.

The rest of the chapter is organized as follows. We summarize our RBHSO

protocol and the generic Unified Role Assignment Framework (URAF). We conclude

the chapter with a discussion on directions for future research.
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5.1 Summary

In this section, we summarize the design philosophy and the contributions of our

role-based hierarchical self organization and the unified role assignment framework.

5.1.1 Role-based Hierarchical Self Organization (RBHSO)

The RBHSO protocol aims to implement a hierarchical network architecture

that is customized for distributed sensing applications for ad hoc wireless networks.

It considers the use of local information that is attributed in part to the limita-

tion of the distributed, ad hoc, and wireless nature of the network to implement

a CDS based algorithm that uses 1-hop neighborhood information exchanged over

three rounds of neighboring communication. Using the recursive domination and

elimination scheme based on appropriate application metrics, such as network con-

nectivity, sensing coverage, and available energy, the RBHSO algorithm forms a hi-

erarchy of selected high energy, high cumulative network and sensing degree nodes

called dominators. The RBHSO algorithm also ends up partitioning the network

into sets of sensing regions each having a set of dominators readily available for re-

gion maintenance, collaborative sensing, data aggregation and routing to a remote

basestation or neighboring sink.

Additionally, the RBHSO protocol also delineates specific tasks necessary to

perform the whole end-to-end user desired sensing service. The RBHSO protocol

identifies dominators for specific tasks such as collaborative sensing, sensing coordi-

nation, and routing. A dominator node selected for any task thus ends up playing

a certain ‘role’ in the network. The network is thus abstracted from the lowest

level of 1-hop connectivity to a higher abstraction level consisting of a hierarchy

of routers that connect regional dominators acting as sensing coordinators, which
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in turn arbitrate the collaborative sensing and data aggregation activity among its

regional members known as sensing collaborators.

Since a hierarchical CDS based organization is similar to clustering, we com-

pare our approach to one of the popular clustering protocol known as LEACH. We

identify specific topological metrics such as size of the clusters, the number of clus-

ter heads, average distance between cluster member to its leader, average sensing

coverage (translated as sensing degree) offered by any cluster or a sensing region

(in RBHSO architecture). Simulation results confirm that an application specific

organization geared toward optimal fault tolerant sensing with reduced energy con-

sumption, require that the organization protocol be deterministic instead of being

random (as it is in LEACH).

With increasing network sizes, it became clear that traditional clustering ap-

proaches where the number of clusters is predetermined or cluster selection is based

on some random notion of ID or highest available energy does not necessary result

in a balanced organization. We realize that a balanced organization is one that

uses to its advantage the redundancy in both sensing degree and connectivity to

construct an application specific organization that can satisfy sensing requirements

while simultaneously saving redundant nodes for future use such that eventual net-

work partitioning is delayed as much as possible. In this regard, we also realize

the limitations of our RBHSO protocol that puts a threshold into the number of

rounds of message exchange along with the constraint of exchanging only 1-hop

neighbor information. These limitations constrain the ability of RBHSO protocol

to consistently form a balanced network organization for larger and random network

deployments, although it performs better, in terms of some of the metrics discussed

earlier, when compared to a randomized clustering protocol such as LEACH.
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5.1.2 Unified Role Assignment Framework (URAF)

The QoS perception at the end user of a wireless sensor network is mainly mea-

sured in terms of sensing fidelity of the readings relayed to it and and the ability

of the network to provide these sensing and relaying services with lower power con-

sumptions. At times, depending upon the nature of the sensing application, periodic

or otherwise, delay expectations also become one of the QoS requirements. At the

end user level, the service specification is simply the type of service desired and the

varying levels of QoS, the user is willing to tolerate at different times during the

service execution. Hence, user level specifications are usually declarative. Between

the end user and the actual sensor network platform, the developer or the pro-

grammer of the sensor network desires a much higher programming expressibility

and flexibility without its accompanying programming complexity, debugging, and

maintenance. In essence, there is a need for an efficient cross-layer programming

abstraction that allows programmers to perform an appropriate level of resource

control depending upon their actual domain expertise while still being able to use

simple constructs to support energy-efficient network services. We feel that the

concept of roles allows natural and adaptively expressive constructs for a program-

mer to deal with sensor network programming according to their level of comfort.

In this regard, we extend the RBHSO protocol to develop a Unified Role Abstrac-

tion Framework (URAF) to model application services as roles performed by local

in-network sensor nodes with sensor capabilities used as rules for role identification.

We discussed the underlying networking concepts of aggregation, hierarchy, ap-

proximation, and redundancy upon which the URAF is based. We use these con-

cepts to develop generic roles for elementary tasks and use these to compose complex

roles that abstract protocol specific interactions among nodes. We abstract these
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complex protocol task interactions in the spatial and temporal domains by way of

role-coordination graphs that highlight this need for dependency and subsequent

coordination among roles. Using an example domain-specific empirical model for

energy consumption, we profile the use of various node resources such as radio,

sensing, battery, memory, and computation for both elementary and complex roles.

This role service load profiling in terms of energy allows nodes to pursue application

load balancing by way of an adaptive assignment and scheduling of roles to nodes.

For example, with declining network resources roles become more adaptive as they

evolve toward less energetic types. In this scenario, a node attempts to extend its

remaining lifetime by arbitrating services to a much larger pool of neighbors. This

facilitates reconfiguration and the subsequent reassignment of complex roles to a

number of simpler roles.

The URAF can be implemented as a Role-based Middleware (RBMW). The

components that are part of the framework can be implemented according to the

flexibilities provided by the platform, both hardware and software. The basic design

of the components and the functionalities used and/or provided to other components

within the framework have been discussed. This allows a language designer to

support appropriate declarative constructs for roles, rules, metrics, role assignment,

and scheduling. The end user can also be given declarative constructs to specify

application service requirements and tradeoffs either as a simple or as weighted sum

of utilities and points in QoS space. The RBMW can then map these requirements

in terms of a specific assignment of roles to nodes. The RBMW can also incorporate

example load balancing strategies outlined by the framework across roles, nodes,

and services in terms of pairwise neighborhood role exchange, role mergers, and role

redirection.
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5.2 Future work

With regard to the experiences gained while designing the solutions and under-

standing their limitations for both the RBHSO protocol and the URAF framework,

we feel the research could progress further in a number of directions:

• A hybrid hierarchical organization architecture seems relevant for very large

scale sensor networks (VLSNs). These are networks with hundreds of thou-

sands of sensors deployed in a very large area (maybe a city block or even

larger). In such an architecture, several levels of hierarchy could be organized

with dominators at alternate levels in the hierarchy acting as routers. These

routers could be organized in a tree like fashion that are rooted to the nearest

proximal sink. Dominators above such routers could be organized in a virtual

backbone and can be addressed on a larger regional basis (akin to blocks in

the city). The lower three levels of the organization could be similar to the

RBHSO architecture where sensors are grouped into sensing regions that are

coordinated by sensing coordinators, which then report to sector (or regional)

managers. In tracking applications, these managers, in addition to perform-

ing data aggregation from several regions, could also coordinate the tracking

service to several nearby sensing regions.

• Micro-economic optimization approaches such as utility based decision mak-

ing, game theory, and mechanism design are alternative role assignment tech-

niques that should be explored in detail in the context of wireless sensor

networks. In that regard, domain specific studies are needed to understand

the capability of the system to meet application objectives specified by a com-

bination of performance metrics as points in the QoS space. Multi-objective
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specification can be generalized by a QoS specification expressed in terms of a

weighted set of utilities. Similar to the three models proposed in the URAF,

specific models should be abstracted for other QoS metrics for each domain.

The measurement of QoS metrics at different layers of the sensor network

protocol stack need to be studied and also generalized for every application

service deployed in their respective domains. These are problems that have

not been addressed within the sensor network community. One reason for

this is the lack of wide scale technology adoption both the academia and the

industry, and the absence of detailed studies for all such deployments.

• Sensor network programming is a difficult proposition if the programming

abstraction has to support both ease of programmability and the ability to

support low-level cross-layer controls for achieving the desired performance.

This is because of the multi-domain application of wireless sensor networks.

We feel the role-based service paradigm is very relevant to supporting pro-

gramming at different domain expertise levels. Future research efforts can be

directed toward developing a generic role programming language for network

abstractions that implement the URAF.

• With the availability of a multitude of sensor network platforms (both hard-

ware and software) and a variety of algorithms in the literature for efficient

performance of several sensor network services, it is unmanageable even for a

domain expert to achieve programming tractability. Under these conditions,

it is expected that for every application domain and sensor platform, a set

of templates can be standardized for a variety of network sizes and appli-

cation performance levels. This should relieve programmers of the technical

domain expertise, and will also give them a starting template of a recom-
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mended algorithm and parameters to tweak for a specific application. Future

research efforts will be aimed at the standardization of service templates for

heterogeneous sensor networks.

• Similar to the ubiquitous Internet, the generic role-based framework could

serve as a foundation for seamless integration of large-scale sensor societies.

Several new roles could be identified that allow inter-societal service interac-

tions. For example, we could draw an analogy between sensor networks and

human society, where government officials stand for administrative roles, po-

lice for security roles, the post office for message delivery, etc. The possibilities

are endless and left only to the imagination of the researchers. Standardiza-

tion efforts are thus warranted in the WSN arena for the universal adoption

of roles.

• A long-term goal would be to provide a cross-platform portable middleware

library for a variety of sensor network applications. In the future, as major

advancements are made in the fields of circuit integration, microprocessors,

memory, and battery power, we envision that an embedded virtual machine

that interprets the role-based middleware to the native hardware language

will make our vision possible. Also, as multiple applications use a universal

language for service specifications, it paves the way for future standardiza-

tion efforts and a unified framework for concurrent application specification,

development, and deployment.
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Appendix A – Protocol Pseudocode

A.1 Role-Based Hierarchical Self Organization

Algorithm A.1.1: NetworkInitialization(myId, radioRange)

comment:Discover node neighbors

global mySensingRange, sensingAccuracy,myCSD

(x, y)← estimateNodePosition()

sendHelloMessage(radioRange)

while waitForHelloRspTimeout()

do























if rcvdHelloRspEvt(helloRspMsg)

then nbrs[i]← getNbrFromHelloRsp(helloRspMsg)

i← i+ 1

return (nbrs,myCSD)
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Algorithm A.1.2: markingProcess(myId, radioRange, nbrs)

comment: Localized node marking process

amIMarked← false

sendNbrInfoMsg(nbrs)

while waitForNbrInfoRspTimeout()

do























if rcvdNbrInfoRspEvt(nbrInfoRspMsg)

then nbrs[i].nbrs← getNbrNbrs(nbrInfoRspMsg)

i← i+ 1

while i > 0 & amIMarked = false

do



































if canConnectTwoNbrs(myId, nbrs[i].nbrs)

then











amIMarked← true

exit

i← i− 1

return (amIMarked)
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Algorithm A.1.3: useReductionOne(myId, amIMarked, nbrs)

comment: Reduction one to eliminate (level-0) markers

amIR1Dominating ← false

if amIMarked = true

then while i > 0 & amIR1Dominating = false

do



























































































if myNbrsIncludeNbrsOf(i) = true

then



































































comment: Break tie in order:






















brokeT ie← useEnergyRule(myEnergy) or

useConnectivityRule(myNodeDegree) or

useIdRule(nbrId)

if brokeT ie = true amIR1Dominating ← true

exit

i← i− 1

if amIR1Dominating = true sendR1InfoMsg(nbrs)

return (amIR1Dominating)
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Algorithm A.1.4: useReductionTwo(myId, amIR1Dominating, nbrs)

comment: Reduction two to eliminate level-1 dominators

amIL2Dominating ← false

if amIR1Dominating = true

then while i > 0 & amIR2Dominating = false

do



























































































if myTwoNbrsIncludeNbrsOf(i) = true

then



































































comment: Break tie in order:






















brokeT ie← useEnergyRule(myEnergy) or

useConnectivityRule(myNodeDegree) or

useIdRule(nbrId)

if brokeT ie = true amIR2Dominating ← true

exit

i← i− 1

if amIR2Dominating = true sendR2InfoMsg(nbrs)

return (amIR2Dominating)
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Algorithm A.1.5: domSetReduction(myId, radioRange, nbrs)

comment:Dominating set reduction process

amIDominating ← false

if nbrs not = 0

then amIMarked← markingProcess(myId, radioRange, nbrs)

if amIR1Dom = true

then amIR1Dom← useReductionOne(myId, amIMarked, nbrs)

if amIR1Dom = true

then amIR2Dom← useReductionTwo(myId, amIR1Dom, nbrs)

if amIR2Dom = true

then



























amIDominating ← true

comment: Send Domination Info to Neigbors

sendDomInfoMsg(amIDominating, nbrs)

return (amIDominating)
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Algorithm A.1.6: amIProbableSensorCoordinator(myId, nbrs)

comment:Algorithm to select among dominators a sensing coordinator

amICoordinator ← false

amIDominating ← domSetReduction(myId, radioRange, nbrs)

if amIDominating = TRUE

then while i > 0 & amICoordinator = false

do



























































































if haveNbrsAsDominators(i) = true

then



































































comment: Break tie in order:






















brokeT ie← useEnergyRule(myEnergy) or

useCumulativeSensingDegreeRule(myCSD) or

useIdRule(nbrId)

if brokeT ie = true amICoordinator ← true

exit

i← i− 1

if amICoordinator = true

then











comment: Send Sensing Coordination Info to Neighbors

sendScoordInfoMsg(amICoordinator, nbrs)

return (amICoordinator)
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Algorithm A.1.7: formSensingZone(myId, nbrs)

comment: Procedure to form sensing zones














































































































































amICoordinator ← amIProbableSensorCoordinator(myId, nbrs)

solicitMembersForSensingZone(myId,myCSD)

if no members solicited

then joinNearestSensorCoordinator(myId)

if sensing zone members less than specified minimum membership

then



































findNeighboringSensingZone()

if found neighboring sensing zone

then mergeWithNeighboringSensingZone()

else dissolveSensingZone()

if I am still orphan

then joinAnyNeighboringSensorCoordinator()

or joinAnyNeighboringSensingZoneMember()
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Algorithm A.1.8: main(myId, nbrs)

comment:Main RBHSO procedure

main

for each sensor ∈ S

do



































































































































































































local amImarked, amICoordinator

local currentHierarchyLevel, LevelsMarked

amImarked← false

amISensorCoordinator ← false

myNeighbors← NetworkInitialization(myId, radioRange)

myCSD ← estimateCumulativeSensingDegree()

currentHierarchyLevel← 0

markme← markingProcess()

currentHierarchyLevel← 1

while I do not get the same set of dominating neighbors

do































































markme← domSetReduction()

if markme == true

then LevelsMarked[currentHierarchyLevel]← true

if currentHierarchyLevel == 1

then formSensingZone()

currentHierarchyLevel← currentHierarchyLevel + 1
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Wireless sensor networks are made possible by the continuing improvements

in embedded sensor, VLSI, and wireless radio technologies. Currently, one of the

important challenges in sensor networks is the design of a systematic network man-

agement framework that allows localized and collaborative resource control uni-

formly across all application services such as sensing, monitoring, tracking, data

aggregation, and routing.

The research in wireless sensor networks is currently oriented toward a cross-

layer network abstraction that supports appropriate fine or course grained resource

controls for energy efficiency. In that regard, we have designed a unified role-based

service paradigm for wireless sensor networks. We pursue this by first developing

a Role-based Hierarchical Self-Organization (RBSHO) protocol that organizes a
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connected dominating set (CDS) of nodes called dominators. This is done by hier-

archically selecting nodes that possess cumulatively high energy, connectivity, and

sensing capabilities in their local neighborhood. The RBHSO protocol then assigns

specific tasks such as sensing, coordination, and routing to appropriate dominators

that end up playing a certain ‘role’ in the network.

Roles, though abstract and implicit, expose role-specific resource controls by

way of role assignment and scheduling. Based on this concept, we have designed a

Unified Role-Assignment Framework (URAF) to model application services as roles

played by local in-network sensor nodes with sensor capabilities used as rules for

role identification. The URAF abstracts domain specific role attributes by three

models: the role energy model, the role execution time model, and the role service

utility model. The framework then generalizes resource management for services

by providing abstractions for controlling the composition of a service in terms of

roles, its assignment, reassignment, and scheduling. To the best of our knowledge,

a generic role-based framework that provides a simple and unified network manage-

ment solution for wireless sensor networks has not been proposed previously.

Keywords: Wireless sensor networks (WSNs), sensing metrics, roles, rules, net-

work organization, role assignment, role scheduling, and generic control interfaces

or abstractions.
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