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Resonant vibrational excitation (RVE) cross sections have been calculated for the electron-$\text{H}_2$ molecule collisions in the energy range 11–14 eV involving the $2\Sigma^+_g$ excited electronic state of the molecular hydrogen ion $\text{H}_2^+$. This state, whose threshold is located around 14 eV, gives rise to the so-called series $a$ of the observed peaks in electron-impact differential cross-section measurements. The calculations have been performed within the local complex potential approximation by using the available theoretical potential energy and width for the $2\Sigma^+_g$ resonant state. The cross sections for all $v_i=0 \rightarrow v_f=1–14$ RVE transitions have been calculated. A satisfactory agreement of calculated cross sections with the available experimental data is obtained.
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I. INTRODUCTION

Electron-impact resonant collision processes involving $\text{H}_2$ molecules play a decisive role in some technological applications of hydrogen plasmas [1]. Extensive cross-section calculations and measurements have been performed in the past decades for the processes of dissociative electron attachment (DEA) and resonant vibrational excitations (RVE) occurring through the formation of the intermediate negative $\text{H}_2^-$ ion in its ground $2\Sigma^+_g$ state and the lowest $2\Sigma^+_g$ state. These two states give rise to the well-known 3.75 and 10 eV resonance peaks in the measured DEA cross sections [2]. The underlying mechanisms for these processes have been well-understood and the experimental data have been successfully reproduced by various theoretical models [3,4].

Quite different is the situation with the so-called 14 eV peak observed in the early DEA experiments of Shulz [5] and Rapp et al. [6]. The origin of this peak was initially attributed to an asymptotic Rydberg state [6] correlating with the $\text{H}(n=2)+\text{H}^+$(1s$^2$) reaction channel, having a threshold at 13.92 eV [7]. The existence of resonant states in the energy region between 11 and 15 eV has been experimentally observed by many authors [8,9] and conclusively confirmed by Comer and Read [10] and Joyez et al. [11], who performed energy loss measurements on $\text{H}_2$ and $\text{D}_2$ molecules, measuring the electron-impact RVE differential cross sections. They detected a manifold of resonance states, classified as series $a$–d. From the measured angular distributions they were able to identify the molecular symmetry of these states, while from the scattering data they were able to extract the corresponding potential curves and estimates of the resonance widths. The $a$ series shows the most prominent peaks and is generated by the excited $2\Sigma^+_g$ state of $\text{H}_2^-$. This state could also be responsible for the main peak at 14 eV in the experimental DEA cross sections. This aspect will be discussed in a future publication devoted to the dissociative attachment process [12]. We will focus here our attention on the vibrational excitation produced by the autodetachment of $\text{H}_2^-$, in the second excited $2\Sigma^+_g$ resonant state, to the ground state of the $\text{H}_2$ molecule.

Calculations of potentials energies of $\text{H}_2^-$ resonant states have been performed in the past at different levels of approximation [13]. In particular, an extensive study has been done by Stibbe and Tennyson (ST) [14–17], who have used the $R$-matrix method to calculate the potential curves and widths for a number of resonant states as a function of the internuclear separation, $R$. The existence of the excited $2\Sigma^+_g$ symmetry state of $\text{H}_2^-$ has been confirmed and the vibrational eigenvalues for this state have been calculated [17], in excellent agreement with the experimental values of Comer and Read [10].

The availability of this information on the excited resonant states of $\text{H}_2^-$ opens the possibility for a theoretical study of the dynamics of RVE and DEA processes involving Rydberg states. At the same time, the calculated cross sections for these processes may be valuable in the modeling and diagnostics of low-temperature hydrogen plasmas [1,18]. In this paper we present a complete set of electron-impact differential cross sections for the resonant vibrational excitations of $\text{H}_2$, via the $2\Sigma^+_g$ resonant state, in the collision energy range 11–14 eV where this process is effective.

In Sec. II we shall give a brief account of the electron-molecule resonant collision theory, while the computational details and results are presented in Secs. III and IV, respectively. In Sec. V we give our conclusions.

II. THEORETICAL MODEL

In briefly describing the electron-molecule resonant collision theory, and in particular its local complex-potential (LCP) approximation used in the present work, we shall follow the Refs. [19–21], to which the reader is referred to for more details.
Let us denote by \( \Phi_{\alpha}(q, R) = \psi_{\alpha}(q; R)\xi(R) \) the wave function for the discrete state of the \( \text{H}_2^- \) ion expressed, in the Born-Oppenheimer approximation, as a product of the anti-symmetric discrete electronic wave function \( \psi_{\alpha} \), depending parametrically on the internuclear distance \( R \), and the corresponding nuclear part \( \xi(R) \). Here \( q \) collectively denotes the position coordinates of the \( N+1 \) electrons. The discrete states can overlap with the continuum spectrum of the \( \text{H}_2^+e \) system, described by wave functions of the form \( \Phi_{\rho}(q, R) = \psi_{\rho}(q; R)\xi_{\rho}(R) \), where \( e \) is the projectile energy and \( v \) and \( J \) are the rovibrational quantum numbers of the target molecule. The complete wave function can then be expressed in terms of configuration interaction as \( [22] \)

\[
\Psi = \Phi_{\alpha}(q, R) + \sum_{\nu,J} \int_0 \! d\nu \xi_{\nu,J}(\nu) \Phi_{\nu}(q, R),
\]
(1)

where \( \xi_{\nu,J}(\nu) \) are the expansion coefficients and the sum runs over all the accessible rovibrational states, including the continuum. The function \( \psi_{\nu}(q; R) \) fulfills the outgoing wave boundary conditions except in the incident channel. The Schrödinger equation for the whole system is thus

\[
H\Psi = \left[ T_N + H_{el}(q, R) \right] \Psi = E\Psi,
\]
(2)

where \( T_N \) is the nuclear kinetic energy operator and \( E \) is the total energy. The electronic Hamiltonian is defined as

\[
H_{el}(q, R) = H_{el}^t + T_e + V_{el}(q),
\]
(3)

where \( H_{el}^t \) is the target electronic Hamiltonian, \( T_e \) and \( V_{el} \) are, respectively, the projectile kinetic energy operator and the interaction potential with the target electrons. Inserting Eq. (1) in the Schrödinger equation a nonlocal integrodifferential equation is obtained for the nuclear wave function \( \xi(R) \),

\[
\left[ T_N(R) + V^t(R) - E \right] \xi(R) = -\int dR' K(R, R') \xi(R'),
\]
(4)

where \( V^t(R) \) is the \( \text{H}_2^- \) discrete state potential energy, and \( \xi(R) \) is the incident electron energy. The kernel of the integral on the right-hand side is given by

\[
K(R, R') = \sum_{\nu,J} \xi_{\nu,J}(R') \xi_{\nu,J}(R) \left[ \Delta(R', R, E - E_{\nu,J}) - \frac{1}{2} \Gamma(R', R, E - E_{\nu,J}) \right],
\]
(5)

where \( E_{\nu,J} \) is the target rovibrational eigenvalue and the level shift \( \Delta \) and the level width \( \Gamma \) have the nonlocal form

\[
\Delta(R, R', \nu,J) = P \int_0^{\infty} d\nu' V'\left(\nu', R'\right) V(\nu, R) 
\]
(6)

and

\[
\Gamma(R, R', \nu,J) = 2\pi V'\left(\nu', R'\right) V(\nu, R),
\]
(7)

where \( P \) indicates the principal integral value. Both these quantities are defined in terms of interaction matrix element \( V(\nu, R) \) between the discrete state and the continuum states, and

\[
V(\nu, R) = \int dq \psi_{\nu}(q; R) H_{el}(q, R) \psi_{\nu}(q; R).
\]
(8)

In order to separate out the radial and the angular parts, we now write the two nuclear wave functions as

\[
\xi(R) = \sum_{J,m_J} \xi_{J,m_J}(R) Y_{J,m_J}(\hat{R}),
\]
(9)

and

\[
\chi_{\nu,J}(R) = \sum_{m} \chi_{\nu,J}(R) Y_{J,m}(\hat{R}),
\]
(10)

which, once inserted in Eq. (4), lead, after angular integration, to the radial equation

\[
\left[ -\frac{\hbar^2}{2M} \frac{d^2}{dR^2} + \frac{\hbar^2 J(J+1)}{2MR^2} + V^t(R) - E \right] \xi(R) = -V(e, R) \xi(R) - \int_0^{\infty} dR' K(R, R') \xi(R'),
\]
(11)

where we have written \( J \) for \( J_i \) and \( m \) for \( m_i \) (no rotational transitions) and set \( \xi_{J,m} = \xi \). \( M \) is the reduced mass of the nuclei. The kernel \( K(R, R') \) is still given by Eq. (5), where the vibrational wave functions \( \chi_{\nu,J}(R) \) are now formally replaced by their radial part \( \chi_{\nu,J}(R) \), and the sum is extended only over the vibrational quantum number \( v \). It is customary to factorize the matrix elements as

\[
V(\nu, R) = f(\nu) F(R)
\]
(12)

so that the radial Eq. (11) can be written as

\[
\left[ -\frac{\hbar^2}{2M} \frac{d^2}{dR^2} + \frac{\hbar^2 J(J+1)}{2MR^2} + V^t(R) - E \right] \xi(R) = -f(e) F(R) \chi_{\nu,J}(R)
\]

\[
- \sum_{\nu} c_{\nu,J} F(R) \chi_{\nu,J}(R) \int_0^{\infty} dR' \chi_{\nu,J}(R') F'(R') \xi(R'),
\]
(13)

where the quantity \( c_{\nu,J} \) is a function of \( E_{\nu,J} = E - E_{\nu,J} \) defined by

\[
c_{\nu,J} = P \int_0^{\infty} d\nu' \left| \frac{f(\nu')}{f(\nu,J) - \nu'} \right|^2.
\]
(14)

The solution of Eq. (13) can be obtained by using the Green’s function technique. Transforming the radial equation in integral form, and denoting the Green’s function by \( G(R, R') \), we get

\[
\xi(R) = \int_0^{\infty} dR' G(R, R') F(R')
\]

\[
\times \left[ -f(e) \chi_{\nu,J}(R') - \sum_{\nu} c_{\nu,J} D_{\nu,J} \chi_{\nu,J}(R') \right].
\]
(15)

The integrals \( D_{\nu,J} \) are given by
\[
D_v = \int_0^\infty dR \chi_v^* (R) F^*(R) \xi_i (R).
\] (16)

The \( D_v \) can be calculated by solving the matrix equation obtained by substituting, for \( \xi_i \), from Eq. (15) into Eq. (16)

\[
\sum_{v'} G_{v,v'} D_{v'} = s_v,
\] (17)

where the coefficients \( G_{v,v'} \) and the inhomogeneous term \( s_v \) are given by

\[
G_{v,v'} = c_{v,f} \int_0^\infty dR \int_0^\infty dR' \chi_v^* (R) F^*(R) G(R,R') F(R') \chi_{v'} (R')
+ \delta_{v,v'},
\] (18)

\[
s_v = -f(\epsilon) \int_0^\infty dR \int_0^\infty dR' \chi_v^* (R) F^*(R) G(R,R') F(R') \chi_v (R').
\] (19)

Once \( D_v \) are obtained, \( \xi_i (R) \) can be finally found from Eq. (15).

The local form of the resonance model can be derived by imposing that the quantity \( c_{v,f} \) be independent of \( v \) and then using the completeness relation for the vibrational wave functions. This can be accomplished by replacing \( \epsilon_{v,f} = \epsilon = E_{v,f} \) either by the incident electron energy \( \epsilon_i = E = E_{v,f} \) or, alternatively, by the local energy \( V^\ast (R) - V_0(R) \) which classically represents the kinetic energy of the incident electron captured or ejected at the internuclear distance \( R \) [19,23]. If, however, the interaction matrix elements are independent of \( \epsilon \) and only known as a function of \( R \), \( f(\epsilon) \) in Eq. (12) reduces to the unity. This is a reasonable assumption since \( f(\epsilon) \) goes to zero both for \( \epsilon \) approaching zero (Wigner threshold law) and for \( \epsilon \) approaching infinity, and \( f(\epsilon) \) is finite only for a small interval of energy centered around the singularity \( \epsilon_{v,f} \). Furthermore, if the local level shift, \( \Delta(R) \), corresponding to the principal value integral of Eq. (14), is included in \( V^\ast (R) \), then the last equation becomes simply

\[
c_{v,f} = -i \pi.
\] (20)

Once the resonant nuclear wave function is obtained, the cross section can be calculated in a straightforward manner. It can be shown [24,25] that the RVE differential cross section, averaged over the molecular orientations, can be factorized as a product of the total cross section \( \sigma_{v,f}^{\text{res}} (E) \) and an angular part \( g(\theta) \) depending on the scattering angle \( \theta \), i.e.,

\[
\left( \frac{d\sigma^{\text{res}}}{d\Omega} \right)_{v\to v_f} = \sigma_{v,f}^{\text{res}} (E) g(\theta).
\] (21)

The explicit form of \( g(\theta) \) will be given in the next section. We should mention here that in the usual treatment of the partial wave expansion of the differential cross section, only the dominant term \( \bar{T} \) is retained. The total resonant cross section can then be expressed in terms of the \( \bar{T} \)-matrix element as [20]

\[
\sigma_{v,f}^{\text{res}} (E) = \frac{k_f}{k_i} \int d\Omega |\bar{T}_{v\to v_f}^{\text{res}} |^2
= \frac{4m^2\pi^3}{h^4} k_i \int dR \chi_v^* (R) V_{v,v'} (k_f, R) \xi_i (R),
\] (22)

where \( k_f \) is the momentum of the ejected electron and the momentum normalized matrix element \( V_{v,v'} (k_f, R) \) is defined as

\[
V_{v,f} (k_f, R) = \left( \frac{\hbar^2}{mk_f} \right)^{1/2} V (\epsilon, R),
\] (23)

where \( V (\epsilon, R) \) is the \( f \)th term in the partial wave expansion of Eq. (8).

### III. Computational Details

The present calculations have been carried out using the local complex potential (LCP) model. In this approximation Eq. (13), together with Eq. (20), reduces to the simpler analytical form

\[
- \frac{\hbar^2}{2M} \frac{d^2}{d\theta^2} + \frac{\hbar^2 J(J+1)}{2MR^2} + V^\ast (R) + i \frac{\pi}{2} \Gamma(R) - E \right] \xi_i (R)
- F(R) \chi_v (R).
\] (24)

However, from a numerical point of view, we have resolved the more general Eq. (13) by using the Green’s function technique outlined above [19] with \( J=0 \). In this last equation the quantity \( F(R) \) has been expressed, from Eqs. (7) and (12), as

\[
|V(\epsilon, R)|^2 = |f(\epsilon) F(R)|^2 = |F(R)|^2 = \frac{\Gamma(R)}{2\pi},
\] (25)

where, as mentioned previously, \( V(\epsilon, R) \) is taken to be independent of \( \epsilon \). \( \Gamma(R) \) has been linearly interpolated from the data of Ref. [15], where it is reported in the range of internuclear distances 1.1 \( \leq R \leq 4.0 \) a.u. only. Outside this range, \( \Gamma(R) \) has been obtained by linear extrapolation of the first two available points for \( R<1.1 \) a.u., while for \( R > 4.0 \) a.u. the following Gaussian-like expression has been used [26]:

\[
\Gamma(R) = 1.1639 e^{-0.48176(R-1.9)^2},
\] (26)

where the numerical coefficients have been obtained by fitting the last three \( \Gamma(R) \) values calculated by ST [15]. However, alternative functions have been tested for \( \Gamma(R) \) outside the calculated interval and the final RVE cross sections have been found practically insensitive to the different extrapolations. In this context, in order to get a quantitative idea about the dependence of the cross sections on the variation of the level width, we have recalculated the cross sections by increasing \( \Gamma(R) \) in Eq. (26) by 10%. No significant change in the value of the cross section has been observed. For \( v=1 \), for instance, the peak value of the recalculated differential cross sections has been found to be \( 5.87633 \times 10^{-19} \) cm\(^2\)/sr, to be compared with \( 5.87626 \times 10^{-19} \) cm\(^2\)/sr of the correct value. Both the peaks occur at the same incident energy of
11.29 eV. A similar situation was found also for excitation of higher vibrational levels. For \( v = 10 \), for example, the absolute maximum of the recalculated cross sections reaches the value of \( 0.065169 \times 10^{-19} \text{ cm}^2/\text{sr} \), which is only 0.035% lower than the original value of \( 0.065192 \times 10^{-19} \text{ cm}^2/\text{sr} \). Variations of similar amounts in the values of cross sections have been obtained for \( v = 1 \) and 10 by varying \( \Gamma(R) \) by the same amount, namely 10%, in the region \( R < 1.1 \) a.u. The observed very weak dependence of the cross sections on \( \Gamma(R) \) is due to the fact that the vibrational wave functions, for both the neutral and the resonant states, vanish rapidly in the asymptotic region. A similar quantitative analysis has been performed also by varying the resonant state potential energy in the extreme regions of internuclear distances (see the discussion later).

A somewhat more noticeable variation in the cross sections has been observed, however, by increasing \( \Gamma(R) \) by 10% in the whole interval of internuclear distances in our calculations \([0.4 < R(\text{a.u.}) < 20]\). For both \( v = 1 \) and \( v = 10 \) (see Sec. IV) a decrease has been observed in the main peaks for these transitions of 12% and 16%, respectively. On the other hand, the positions of the peaks and the general shapes of the cross sections, as a function of the incident energy, remain unchanged. We may summarize these results by concluding that the cross sections are practically insensitive to \( \Gamma(R) \) outside the Franck-Condon region for a given level, while, inside the region, small changes in the width do not strongly affect the differential cross sections which suffer only slight variations, remaining, however, still within the experimental uncertainties. This insensitivity suggests that all the RVE cross sections presented here would not be significantly altered by small variations in various resonance parameters. In particular, any error in the resonance width of Ref. [15], arising from the neglect of multichannel electronic coupling, would not lead to RVE cross sections which are noticeably different from the ones reported here. This is also understandable since, for electron energies in the range 11–14 eV, the majority of the scattering channels are open for molecular hydrogen and the effect of closed channels is quite minimal.

\( V(\varepsilon, R) \) has been obtained from the partial widths \( \Gamma_{\chi}(R) \) of Ref. [15]. This quantity describes the formation of the resonant state by capture of the incident electron by the ground \( X^1 \Sigma_t^+ \) electronic state of the neutral \( \text{H}_2 \) molecule. The matrix elements have been expressed as \( V(\varepsilon, R) = [\Gamma_{\chi}(R)/2\pi]^{1/2} \). Outside the calculated range we used two different extrapolations. For \( R < 1.1 \) a.u. we adopted the Wigner’s threshold law form for \( \Gamma_{\chi}(R) \),

\[
\Gamma_{\chi}(R) = C \left[ 2m \frac{V^*(R) - V_0(R)}{\hbar^2} \right]^{\delta_{1/2}},
\]

where \( C \) has been determined by normalizing \( \Gamma_{\chi}(R) \) to the value calculated in Ref. [15], namely, \( \Gamma_{\chi}(R=1.1 \) a.u.). The orbital quantum number \( \ell \) has been set equal to 2 according to the \( d \)-wave nature of the resonance (see below). On the other side of the interval, we exploited the fact that, for large \( R \), \( \Gamma_{\chi}(R) \) is a constant fraction of the total width, as seen in the data of ST. We have then assumed, for \( R > 4.0 \) a.u., \( \Gamma_{\chi}(R) = \Gamma_{\chi}(R) \times 0.046 \), where 0.046 is the branching ratio for \( R \approx 3.8 \) a.u. [27]. \( V_0(R) \) is the potential curve for the neutral ground electronic state of \( \text{H}_2 \) taken from Ref. [28]. Figure 1 shows the total width \( \Gamma(R) \) and the partial widths \( \Gamma_{\chi}(R) \) as a function of the internuclear separation. The extrapolated parts are indicated by the dashed lines, while the circles, connected by full lines, indicate the calculated points [15].

The potential energies \( V^*(R) \) for the \( ^2 \Sigma_t^+ \) resonant state of the \( \text{H}_2^- \) molecular ion have been calculated by ST [15], again in the range \( 1.1 \leq R \leq 4.0 \) a.u., using the \( R \)-matrix method. The theoretical curve reproduces quite well the corresponding potential energy function determined from experimental cross sections for the series \( a \) resonance [10,11]. The good agreement is also confirmed by the calculated vibrational eigenvalues which successfully compare with the vibrational energies obtained by other investigators [15,17]. In this context, it must be mentioned that Stibbe and Tennyson made a correction on their calculated vibrational energies of +0.08 eV, in order to take into account the inaccuracies in the parent state energies [15,17]. This correction is not implemented in the resonance positions (see page 821 and Table 18 in Ref. [15]) which are reported with respect to the ground electronic state energies of Table 2 of their paper. In the present work, in order to determine correctly the absolute positions of the resonance, we added to the resonant energies, for each bond length, the ground state energies as calculated by ST [15], and the above correction of +0.08 eV. The resulting potential has been checked by calculating the vibrational energy eigenvalues, \( E_{\varepsilon_{l,l'}} \), of the resonant state, which were found in complete agreement with those of Ref. [15].

In the present work we used a cubic spline to interpolate the known potential energy data. Outside the calculated interval the following analytical expressions have been adopted to extend the potential function:

\[
\Gamma_{\chi}(R) = C \left[ 2m \frac{V^*(R) - V_0(R)}{\hbar^2} \right]^{\delta_{1/2}},
\]

where \( C \) has been determined by normalizing \( \Gamma_{\chi}(R) \) to the value calculated in Ref. [15], namely, \( \Gamma_{\chi}(R=1.1 \) a.u.). The orbital quantum number \( \ell \) has been set equal to 2 according to the \( d \)-wave nature of the resonance (see below). On the other side of the interval, we exploited the fact that, for large \( R \), \( \Gamma_{\chi}(R) \) is a constant fraction of the total width, as seen in the data of ST. We have then assumed, for \( R > 4.0 \) a.u., \( \Gamma_{\chi}(R) = \Gamma_{\chi}(R) \times 0.046 \), where 0.046 is the branching ratio for \( R \approx 3.8 \) a.u. [27]. \( V_0(R) \) is the potential curve for the neutral ground electronic state of \( \text{H}_2 \) taken from Ref. [28]. Figure 1 shows the total width \( \Gamma(R) \) and the partial widths \( \Gamma_{\chi}(R) \) as a function of the internuclear separation. The extrapolated parts are indicated by the dashed lines, while the circles, connected by full lines, indicate the calculated points [15].

The potential energies \( V^*(R) \) for the \( ^2 \Sigma_t^+ \) resonant state of the \( \text{H}_2^- \) molecular ion have been calculated by ST [15], again in the range \( 1.1 \leq R \leq 4.0 \) a.u., using the \( R \)-matrix method. The theoretical curve reproduces quite well the corresponding potential energy function determined from experimental cross sections for the series \( a \) resonance [10,11]. The good agreement is also confirmed by the calculated vibrational eigenvalues which successfully compare with the vibrational energies obtained by other investigators [15,17]. In this context, it must be mentioned that Stibbe and Tennyson made a correction on their calculated vibrational energies of +0.08 eV, in order to take into account the inaccuracies in the parent state energies [15,17]. This correction is not implemented in the resonance positions (see page 821 and Table 18 in Ref. [15]) which are reported with respect to the ground electronic state energies of Table 2 of their paper. In the present work, in order to determine correctly the absolute positions of the resonance, we added to the resonant energies, for each bond length, the ground state energies as calculated by ST [15], and the above correction of +0.08 eV. The resulting potential has been checked by calculating the vibrational energy eigenvalues, \( E_{\varepsilon_{l,l'}} \), of the resonant state, which were found in complete agreement with those of Ref. [15].

In the present work we used a cubic spline to interpolate the known potential energy data. Outside the calculated interval the following analytical expressions have been adopted to extend the potential function:
FIG. 2. (Color online) Potential energies curves as a function of the internuclear distance, \( R \). Lower curve: neutral molecule ground electronic state. Upper curve: anion excited resonant state.

\[
V^-(R < 1.1 \text{ a.u.}) = 71.34 - 123.55R + 97.253R^2 - 34.85R^3 + 4.7942R^4, \\
V^-(R > 4.0 \text{ a.u.}) = 13.9221 - \frac{1794.3}{R^6} + \frac{2196.9}{R^8} + 2.7186 \times 10^5 \frac{R^5}{R^{10}} - 1052.8 e^{-1.9143R},
\]

where the energies, in eV, are referred to the \( v=0 \) ground electronic state of a hydrogen molecule. The first function has been obtained by using a fourth-degree polynomial to interpolate the calculated data for \( R < 1.9 \) a.u., while for \( R > 4.0 \) a.u. we used a typical extrapolation constraining the function to the asymptotic energy of 13.9221 eV, corresponding to the atomic system \( \text{H}(2s)+\text{H}^-(1s) \) [7]. In order to assess the sensitivity of the cross sections to the resonant potential curve in the far regions of the internuclear distances, where we have used the above extrapolations based on arbitrary functional forms, we have numerically studied the variation of cross sections by slightly altering the potential energy curves. We have then recalculated the cross sections for \( v=1 \) and \( v=10 \) after increasing the potential energy in Eq. (29) by 10%, just by changing the asymptotic constant from the value of 13.9221 to 15.3143. Comparing the obtained cross sections with those computed without any change in the potential energy curve, we found, for \( v=1 \), that the main peak value remained unchanged in the first five digits and no variations have been detected in its position, while for \( v=10 \) a reduction of the peak value of only 1.4\% has been observed. A similar stability is shown by the \( v=1 \) cross sections recalculated after altering Eq. (28) by +10\%, and for \( v=10 \) the reduction, around 0.39\%, was even smaller than in the preceding case. In conclusion, the previous analysis, while showing that the choice of the extrapolation in the asymptotic regions of bond length is not crucial, confirms, at the same time, the weak dependence of the cross sections on the scattering parameters already discussed in this section.

Figure 2 shows the final potential energy curve of the resonant state as a function of \( R \), along with the target ground state energy \( V_0(R) \). The angular factor \( g_{ij}(\theta) \) in Eq. (21) can be written as [24,25]

\[
g_{ij}(\theta) = \frac{1}{4\pi} \sum_{L=0}^{\infty} A_L P_L(\cos \theta),
\]

where \( P_L \) is the \( L \)th order Legendre polynomial, depending on the scattering angle \( \theta \), and \( A_L \) is given by
This assumption can be particularly appropriate for resonant Rydberg states, since, in this case, the molecular orbital where the incident electron is accommodated in the capturing process can show, to some extent, a pronounced atomic character, so that a single spherical harmonic can be sufficient to describe the angular part \[29\]. Therefore, according to the analysis of rotational excitations by electron impact of Joyez et al. \[11\], which established the $^2\Sigma_g^+$ symmetry for the series $a$ resonance and estimated that the $d$ wave gives the largest contribution to the scattering, we have assumed for the quantum numbers in Eqs. \[30\] and \[31\] the values $\tilde{l}=2$ and $m=m'=0$. The final expression for $g_{\tilde{l}}(\theta)$ can then be written explicitly as
Comparison section

The behavior of $g_2$ as a function of scattering angle is shown in Fig. 9.

IV. RESULTS

RVE differential cross sections have been calculated for the processes

$$4\pi g_2(\theta) = \frac{15}{14}(1 - 2 \cos^2 \theta + 3 \cos^4 \theta).$$

starting from $v_f=0$ and ending on the excited vibrational levels $v_f$ of the hydrogen molecule in the ground electronic state. In Figs. 3–5 a comparison between the experimental differential cross sections from Ref. [10], measured at the scattering angle of 85° for the exit channels $v_f=1–9$, and the present results is shown. The theoretical cross sections have been convoluted at the experimental resolution energy of 40 meV. In Fig. 3 it is evident that the background cross section due to the direct vibrational excitation, which is not considered in the present calculations, becomes rapidly negligible as $v_f$ increases. For $v_f=3$ [Fig. 3(c)] it is remarkably reduced. In this case the theoretical cross sections exceed the experimental value at the main peak by a factor of about 1.2. This discrepancy is also present for $v_f=4$ in Fig. 4(a) and reduces for higher $v_f$, while for $v_f=8$ [Fig. 5(b)] the situation is reversed. The experimental cross sections, however, are correct to within about 20%, as reported by Comer and Read [10]. A further source of error comes from the fact that the experimental cross sections, shown in the figures, have been scanned from Fig. 3 of Ref. [10]. The spread of the data in fact may make the acquisition of the points difficult, due to the overlap of many runs as explained by the authors. For $v_f$
The positions of the peaks in the cross sections are generally well-reproduced in all the figures. Some small differences are present for $v_f=8$ or 9, which, however, do not exceed the limit of the instrumental resolution. The well-separated and narrow peaks in Figs. 3, 4(a), and 4(b) ($v_f=1–5$) imply the validity of the compound-molecule limit ($\Gamma \ll \hbar \omega$). On the other hand, for the higher vibrational levels the enlargement and the overlap of the peaks, present in both the theoretical and experimental cross sections, can be interpreted as a sort of shift toward the impulse limit, probably due to the increase of the width $\Gamma(R)$ in the extreme regions of the internuclear distances, where the high-level vibrational wave functions reach their maximum, and to a simultaneous reduction of the eigenvalue spacing [30,31].

In order to check the angular behavior of vibrational excitation, we also calculated the cross sections at different scattering angles of $10^\circ$, $70^\circ$, $100^\circ$, and $120^\circ$ for the exit channel $v_f=3$, for which measurements have been performed by Weingartshofer et al. [9]. Figures 8(a)–8(d) show the theoretical cross sections as a function of the energy. In order to facilitate a quick comparison of differential cross sections, all four frames in Fig. 8 are drawn with the same scale. Since in the present formulation the cross section is factorized in terms of an energy-dependent term and the angular factor $g_f(\theta)$ [Eq. (21)], the shape of the differential cross sections remains unchanged for different angles. However, only the absolute peak values of the cross sections are affected by the angular factor, while their relative ratio remains constant. This is not in agreement with the experimental cross sections of Ref. [9] that show a progressive enhancement of the first maximum which becomes the main peak as the scattering angle approaches $120^\circ$. This behavior is attributed by the authors to interference of the resonant scattering with the direct scattering which, although small, is actually not negligible for $v_f=3$ [see also Fig. 3(c)]. A comparison between the measured cross sections [9] and the present calculations, for the $v_i=0 \rightarrow v_f=3$ transition, as a function of the scattering angle, is shown in Fig. 9 for a fixed energy of 11.60 eV. The agreement is particularly satisfactory for large scattering angles, while some discrepancy arises at $10^\circ$, probably due to interference effects, which, however, does not exceed a factor of 1.5. In the same figure is shown also the angular factor,
from threshold effects and, due to the large incident energies ($\epsilon_i \geq E_{v_f} - E_{v_i}$) involved in the collision, allows one to consider the vibrational channels as degenerate ($E_{v_f} \approx E_{v_i}$). All these circumstances meet the main assumptions of the LCP model. The transition from the nonlocal complex potential model to the local one, in fact, can be implemented by the substitution of the final electron energy $\epsilon_f = E - E_{v_f}$ with the incident energy $\epsilon_i$, which is valid for large kinetics energies and comparably small vibrational spacing of the target molecule. This assumption, however, retains some dependence of the coupling matrix elements on the incident energy. The complete suppression of this dependence in the present calculations, coming from the fact that the width is available as a function of the bond length only, is less trivial and is justified a posteriori by the good agreement between theory and experiment.

V. CONCLUSIONS

We have calculated the electron-impact RVE cross sections associated with the excited $2\Sigma^+_g$ resonant Rydberg state of the hydrogen molecule. The real and the imaginary parts of the potential energy of the discrete anion state were taken from ab initio calculations reported in the literature [15] and appropriately extrapolated. A complete set of $v_i=0 \rightarrow v_f$ ($v_f =1\rightarrow 14$) RVE cross sections has been calculated in the incident electron energy range of 11–14 eV. The calculations have been performed in the frame of the local complex potential approximation and a satisfactory agreement with the available experimental cross sections is obtained. The observed agreement can be interpreted as due to the favorable peculiarities of the scattering system that satisfy the main assumptions of the LCP model and, thus, allow for a realistic description of the collision process without the introduction of any empirical or adjustable parameters.
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