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1 Introduction

The main objective of this paper is to study constrained optimization (including vector/multiobjective optimization) problems, which have constraints of the type

$$0 \in q(x,y) + Q(x,y)$$

(1.1)

among possible constraints of other kinds. In (1.1), $q: X \times Y \to P$ is a single-valued mapping while $Q: X \times Y \Rightarrow P$ is a set-valued mapping between Banach spaces, $y \in Y$ stands for the decision variable, and $x \in X$ is a parameter. Models of type (1.1) were introduced by Robinson [26] in the end of 1970s, and since that time they have played a crucial role in many aspects of optimization and variational analysis. It seems that the original motivation for Robinson was to describe variational inequalities and complementarity problems in the form of “generalized equations,” which are distinguished from standard equations by the presence of the multivalued term $Q$ while allowing one to explore this similarity for their qualitative study and numerical solution. Indeed, generalized equations (1.1) reduce to the parametric variational inequalities

$$\text{find } y \in \Omega \text{ with } (q(x,y), v - y) \geq 0 \text{ for all } v \in \Omega$$
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when $Q(y) = N(y; \Omega)$ in (1.1) is the classical normal-cone mapping to a convex set $\Omega$. Based on formalism (1.1), Robinson and his followers developed strong results in sensitivity analysis and numerical methods of solving variational inequalities, complementarity and optimization problems, etc.; see particularly the seminal papers by Robinson [26, 27], his recent survey [29], and the fundamental 2-volume monograph by Facchinei and Pang [6].

It has been well realized that constraints (1.1) can describe certain equilibrium conditions, in particular, those arising from the solution of lower-level parametric problems in hierarchical optimization (e.g., in bilevel programming). On this basis, minimization problems subject to constraints of type (1.1), which express sets of feasible solutions to the upper level of hierarchical optimization, are called mathematical programs with equilibrium constraints (MPECs); see the books by Luo, Pang, and Ralph [13] and by Outrata, Kočvara and Zowe [24] for various approaches and results for such problems; more recent extensive bibliographies and commentaries on MPECs can be found in [3, 6, 17].

Quite recently, a new class of problems has drawn attention of both researchers and practitioners. This class is generally related to seeking equilibria subject to equilibrium constraints, i.e., to considering problems with equilibrium conditions appearing in both costs and constraints (in other words, on both lower and upper level of hierarchy). Such problems are known as equilibrium problems with equilibrium constraints (EPECs); this term was coined by Stefan Scholtes in his talk at the 3rd International Conference on Complementarity Problems (2002, Cambridge, UK). We refer the reader to the papers by Fukushima and Pang [7], Hu and Ralph [9], and Outrata [23] for more discussions and other references on this class of problems with results mostly related to Nash equilibrium on the upper (or both lower and upper) level.

Another approach to the study of EPECs was suggested by the author [15] from the viewpoint of multiobjective optimization on the upper level of hierarchy, with general equilibrium constraints of type (1.1) on the lower level. This approach is more suitable for deriving optimality conditions in EPECs with Pareto-type equilibria (and other concepts of "generalized order optimality" and "closed preference relations" as given below) on the upper level; cf. also Ye and Zhu [32] for necessary conditions in certain multiobjective problems with variational inequality constraints, where the upper-level optimality is defined by some "regular" preference relations. The recent paper by Mordukhovich, Outrata and Červinka [19] contains efficient implementations and developments of the approach in [15] to an important class of EPECs governed by complementarity conditions on the lower level and the classical weak Pareto optimality on the upper level of hierarchy, with applications to the oligopolistic market modeling. We refer the reader to the book [17] for more discussions on EPECs and related multiobjective problems with various constraints.

Observe that all the results obtained in [15, 19, 32], as well as those in [7, 9, 23], concern EPECs in finite-dimensional spaces. The problems considered in [15, 19, 23, 32], being intrinsically nonsmooth, were treated via the generalized differential constructions of variational analysis and calculus rules in finite-dimensional spaces developed earlier by the author. The infinite-dimensional settings considered in this paper are significantly different from their finite-dimensional counterparts from both conceptional and technical viewpoints; see [16, 17]. One of the principal new ingredients of the infinite-dimensional theory is the
necessity to deal with "lack of compactness" in infinite dimensions, which requires the usage of certain appropriate "normal compactness" properties and workable rules of their calculus.

The primary goal of this paper is to derive efficient necessary optimality conditions for general infinite-dimensional EPECs and MPECs on the base of the advanced generalized differentiation theory of variational analysis in infinite-dimensional spaces.

The rest of the paper is organized as follows. Section 2 presents a brief review of the basic generalized differential constructions of variational analysis and normal compactness properties needed for formulations and proofs of the main results.

Section 3 is devoted to the study of infinite-dimensional EPECs from the viewpoint of multiobjective optimization with equilibrium constraints of type (1.1) on the lower level and equilibrium relations on the upper level given by "generalized order optimality." The results obtained are based on the extremal principle of variational analysis, which plays a fundamental role in the nonconvex variational theory and applications similarly to convex separation theorems under convexity assumptions. Its infinite-dimensional version in product spaces happens to be the most appropriate for applications to EPECs.

In Section 4 we study some classes of EPECs in infinite-dimensional spaces with equilibrium criteria on the upper level given by "closed preference relations." This eventually requires different tools of generalized differentiation and versions of the extremal principle in comparison with problems from Section 3, while leading to a series of independent results in problems of multiobjective optimization and EPECs. Certain special structures of equilibrium constraints are studied in more detail.

In the final Section 5 we consider a general class of infinite-dimensional MPECs and develop an approach to deriving necessary optimality conditions based on "exact penalization" procedure combining with appropriate tools of generalized differentiation. In finite dimensions, this approach goes back to Ye and Ye [31] and Outrata [22], while the infinite-dimensional case under consideration happens to be significantly more involved and offers a larger variety of qualification and optimality conditions. Note that the notion of "calmness" (or "upper-Lipschitzian" property), which is essentially due to Robinson [26, 28], plays a crucial role in this approach.

Our notation is basically standard; see [16, 17]. Recall that, given a set-valued mapping $F: X \Rightarrow X^*$ between a Banach space $X$ and its topological dual $X^*$, the sequential Painlevé-Kuratowski upper/outer limit of $F$ as $x \to \bar{x}$ with respect to the norm topology of $X$ and the weak* topology $w^*$ of $X^*$ is

$$\text{Lim sup}_{x \to \bar{x}} F(x) := \left\{ x^* \in X^* \mid \exists \text{ sequences } x_k \to \bar{x} \text{ and } x_k^* \overset{w^*}{\rightharpoonup} x^* \right\},$$

with $x_k^* \in F(x_k)$ for all $k \in \mathbb{N}$, (1.2)

where $\mathbb{N} := \{1, 2, \ldots\}$. Recall also that the symbols $x \overset{\Omega}{\to} \bar{x}$ and $x \overset{\varphi}{\rightharpoonup} \bar{x}$ signify, respectively, that $x \to \bar{x}$ with $x \in \Omega$ and that $x \to \bar{x}$ with $\varphi(x) \to \varphi(\bar{x})$ for sets $\Omega \subset X$ and extended-real-valued functions $\varphi: X \to \mathbb{R} := [-\infty, \infty]$. Unless otherwise stated, all the spaces under consideration are Banach with the norm $\| \cdot \|$ and the canonical pairing $\langle \cdot, \cdot \rangle$ between the space in question and its dual. We use $B_X$ to denote the closed unit ball of $X$, where the subindex "$X$" is omitted when there is no confusion; $B^*$ stands for the closed unit ball of the dual space in question.
2 Preliminaries in Variational Analysis

We start with a brief review of the basic generalized differential constructions of variational analysis and some of their properties widely used in what follows. This is taken from the author's book [16], where the reader can find a comprehensive theory for these constructions with extensive discussions, references, and commentaries.

Developing a geometric approach to generalized differentiation, let us first define the (basic, limiting) \( \text{normal cone} \) to \( \Omega \subset X \) at \( x \in \Omega \) by

\[
N(x; \Omega) := \limsup_{\varepsilon \to 0} \bar{N}_\varepsilon(x; \Omega),
\]

where \( \bar{N}_\varepsilon(x; \Omega) \) stands for the set of \( \varepsilon \)-normals (\( \varepsilon \geq 0 \)) to \( \Omega \) at \( x \in X \) given by

\[
\bar{N}_\varepsilon(x; \Omega) := \left\{ x^* \in X^* \mid \limsup_{u \to x^* \Omega \varepsilon} \frac{\langle x^*, u - x \rangle}{\|u - x\|} \leq \varepsilon \}, \quad x \in \Omega,
\]

and \( \bar{N}_\varepsilon(x; \Omega) := \emptyset \) if \( x \notin \Omega \). If the space \( X \) is \emph{Asplund} (i.e., each of its separable subspace has a separable dual) and if the set \( \Omega \) is locally closed around \( x \), then we can equivalently put \( \varepsilon = 0 \) in (2.1) and replace \( \bar{N}_\varepsilon \) by the generally smaller \emph{prenormal} (or \emph{Fréchet normal}) cone \( \hat{N}(x; \Omega) := \hat{N}_0(x; \Omega) \). Observe that the class of Asplund spaces is sufficiently large particularly including every reflexive Banach space and every space with a separable dual; see, e.g., the book by Phelps [25] for more details and references.

Given a set-valued mapping \( F : X \rightrightarrows Y \) and a point \((\bar{x}, \bar{y})\) from its graph

\[
\text{gph } F := \{(x, y) \in X \times Y \mid y \in F(x)\},
\]

consider two kinds of limiting coderivatives of \( F \) at \((\bar{x}, \bar{y})\): the \emph{normal coderivative}

\[
D_N^* F(\bar{x}, \bar{y})(\bar{y}^*) := \{ x^* \in X^* \mid (x^*, -\bar{y}^*) \in N((\bar{x}, \bar{y}); \text{gph } F) \}, \quad \bar{y}^* \in Y^*,
\]

and the \emph{mixed coderivative}

\[
D_M^* F(\bar{x}, \bar{y})(\bar{y}^*) := \limsup_{(x, y) \to (\bar{x}, \bar{y}) \atop y^* \to \bar{y}^*} \bar{D}_\varepsilon^* F(x, y)(y^*), \quad \bar{y}^* \in Y^*,
\]

where \( \bar{D}_\varepsilon^* F(x, y) \) is defined similarly to (2.2) with the replacement of \( N \) by \( \bar{N}_\varepsilon \), and where we can equivalently put \( \varepsilon = 0 \) if both spaces \( X \) and \( Y \) are Asplund and if the graph of \( F \) is locally closed around \((\bar{x}, \bar{y})\). As follows from definitions (2.2), (2.3), and (1.2), the only difference between the normal and mixed coderivatives is that the \emph{norm} convergence of \( y^* \to \bar{y}^* \) mixed with the \emph{weak} sequential convergence of \( x^* \rightharpoonup \bar{x}^* \) are used in (2.3) instead of both \emph{weak} sequential convergences \( y^* \rightharpoonup \bar{y}^* \) and \( x^* \rightharpoonup \bar{x}^* \) in the limiting representation of \( D_N^* \). Obviously \( D_M^* F(\bar{x}, \bar{y})(\bar{y}^*) \subset D_N^* F(\bar{x}, \bar{y})(\bar{y}^*) \), where the equality holds if \( \dim Y < \infty \).

In general, the equality

\[
D_M^* F(\bar{x}, \bar{y})(\bar{y}^*) = D_N^* F(\bar{x}, \bar{y})(\bar{y}^*), \quad \bar{y}^* \in Y^*,
\]
is postulated in (16) as the strong coderivative normality of \( F \) at \((\bar{x}, \bar{y})\). This property holds for important classes of set-valued and single-valued mappings between infinite-dimensional spaces including convex-graph mappings, the so-called “strictly Lipschitzian” mappings (see below), etc., and it is preserved under various operations; see cases (a)-(i) summarized in [16, Proposition 4.9]. If \( F = f: X \rightarrow Y \) is single-valued and strictly differentiable at \( \bar{x} \) (which is automatic when \( f \) is \( C^1 \) around this point), then
\[
D_M^* f(\bar{x})(y^*) = D_N^* f(\bar{x})(y^*) = \{ \nabla f(\bar{x})^* y^* \}, \quad y^* \in Y^*,
\]
via the adjoint derivative operator \( \nabla f(\bar{x})^*: Y^* \rightarrow X^* \). In [16, 17], the reader can find equivalent analytic representations of both normal and mixed coderivatives and their efficient calculations for various classes of nonsmooth single-valued and set-valued mappings.

Let \( \varphi: X \rightarrow \mathbb{R} \) be an extended-real-valued function finite at \( \bar{x} \). Then
\[
\partial \varphi(\bar{x}) := \limsup_{x, \varepsilon \to \bar{x}, 0} \varphi(x)
\]
is the (basic, limiting) subdifferential of \( \varphi \) at \( \bar{x} \), where
\[
\partial_\varepsilon \varphi(x) := \left\{ x^* \in X^* \left| \frac{\varphi(u) - \varphi(x) - \langle x^*, u - x \rangle}{\|u - x\|} \geq -\varepsilon \right. \right\}
\]
is the \( \varepsilon \)-subdifferential of \( \varphi \) at \( x \), for each \( \varepsilon \geq 0 \). When \( \varepsilon = 0 \), the set \( \partial_\varepsilon \varphi(x) := \partial_0 \varphi(x) \) is known also as the presubdifferential, or the Fréchet (regular, viscosity) subdifferential of \( \varphi \) at \( x \). If \( X \) is Asplund and if the function \( \varphi \) is lower semicontinuous (l.s.c.) around \( \bar{x} \), the sets \( \partial_\varepsilon \varphi(x) \) can be equivalently replaced by \( \partial_\varepsilon \varphi(x) \) in (2.4). Furthermore, the subdifferential (2.4) admits the geometric description
\[
\partial \varphi(\bar{x}) = \{ x^* \in X^* \left| (x^*, -1) \in N((\bar{x}, \varphi(\bar{x})); \operatorname{epi} \varphi) \right. \},
\]
via the normal cone (2.1) to the epigraph \( \operatorname{epi} \varphi := \{(x, \mu) \in X \times \mathbb{R} \left| \mu \geq \varphi(x) \right\} \), useful in the geometric approach to generalized differentiation and applications to optimization. On the other hand, the geometrically defined coderivatives (2.2) and (2.3) admit, in the case of single-valued mappings \( f: X \rightarrow Y \), the following representations
\[
D_M^* f(\bar{x}) = \partial(y^*, f)(\bar{x}), \quad D_N^* f(\bar{x})(y^*) = \partial(y^*, f)(\bar{x}) \quad \text{as} \quad y^* \in Y^* \tag{2.5}
\]
via the basic subdifferential (2.4) of the scalarized function \( \langle y^*, f(x) \rangle := \langle y^*, f(x) \rangle \). The first representation in (2.5) holds for every locally Lipschitzian mapping \( f \) between Banach spaces, while the second one requires in addition that \( X \) is Asplund and that \( f \) is strictly Lipschitzian at \( \bar{x} \) in the sense that the sequence
\[
\left\{ \frac{f(x_k + t_k v) - f(x_k)}{t_k} \right\}, \quad k \in \mathbb{N},
\]
contains a norm convergent subsequence whenever \( x_k \rightarrow \bar{x} \) and \( v \) belongs to some neighborhood of the origin; see [16, Subsection 3.1.3] for characterizations, verifiable sufficient
conditions, and applications of the latter property when the space $Y$ is infinite-dimensional (otherwise it obviously reduces the classical Lipschitz continuity of $f$ around $\bar{x}$).

Observe that our basic constructions (2.1)–(2.4) may have nonconvex values even in very simple situations: e.g., $\partial(-|x|)(0) = \{-1, 1\}$. It seems surprising therefore, from the viewpoint of conventional techniques in convex analysis totally based on separation theorems, that they enjoy full calculus (mostly in Asplund spaces, although a number of strong and useful results are available in the arbitrary Banach space setting). The main driving force for this calculus and many other results of variational analysis is the fundamental extremal principle (see [16, Chapter 2] for the detailed study and discussions), which is a variational counterpart of convex separation in nonconvex settings.

Next we recall “normal compactness” properties of sets, set-valued mappings, and extended-real-valued functions that are automatic in finite dimensions while playing a crucial role in infinite-dimensional variational analysis and its applications; see [16, 17]. Since these properties are employed in the paper only in the Asplund space setting, we give simplified definitions equivalent to the general ones [16] for the cases under consideration.

A (locally) closed-graph mapping $F: X \rightrightarrows Y$ is sequentially normally compact (SNC) at the point $(\bar{x}, \bar{y}) \in \text{gph} F$ if for any sequences $(x_k, y_k, x_k^*, y_k^*) \in (\text{gph} F) \times X^* \times Y^*$ satisfying

\[(x_k, y_k) \to (\bar{x}, \bar{y}), \quad x_k^* \in \hat{D}^*F(x_k, y_k)(y_k^*) \quad \text{and} \quad (x_k^*, y_k^*) \rightrightarrows (0, 0) \] (2.6)

one has $\|x_k^*\| \to 0$ as $k \to \infty$. A set $\Omega$ is SNC at $\bar{x} \in \Omega$ if the constant mapping $F(\cdot) \equiv \Omega$ is SNC at this point. The latter property always holds of $\Omega$ is compactly epi-Lipschitzian (CEL) around $\bar{x}$ in the sense of Borwein and Ströjwas [2] although in general the implication $\text{CEL} \Rightarrow \text{SNC}$ is strict even for convex cones in nonseparable Asplund spaces; see [3] for a comprehensive study of the relationships between the SNC and CEL properties.

A mapping $F: X \rightrightarrows Y$ is partially SNC (PSNC) at $(\bar{x}, \bar{y})$ if for any sequences satisfying (2.6) one has $\|x_k^*\| \to 0$ provided that $\|y_k\| \to 0$ as $k \to \infty$. The PSNC property is significantly less restrictive than the SNC one and always holds, in particular, for mappings $F$ having Aubin’s Lipschitz-like (“pseudo-Lipschitz”) property around $(\bar{x}, \bar{y})$, in the sense that there are neighborhoods $U$ of $\bar{x}$ and $V$ of $\bar{y}$ and a number $\ell \geq 0$ such that

\[F(x) \cap V \subset F(u) + \ell \|x - u\|B \quad \text{whenever} \quad x, u \in U. \] (2.7)

When $V = Y$, the latter property reduces to the classical (Hausdorff) Lipschitz continuity of $F$ around $\bar{x}$. Moreover, the simultaneous fulfillment of the PSNC property of $F$ at $(\bar{x}, \bar{y})$ and the mixed coderivative condition

\[D_M^*F(\bar{x}, \bar{y})(0) = \{0\} \] (2.8)

is necessary and sufficient for $F$ to be Lipschitz-like around $(\bar{x}, \bar{y})$; see [16, Theorem 4.10].

Finally, $F: X \rightrightarrows Y$ is strongly PSNC around $(\bar{x}, \bar{y})$ if for any sequences satisfying (2.6) one has $\|x_k^*\| \to 0$ as $k \to \infty$. This always holds for mappings $F$ partially CEL around $(\bar{x}, \bar{y})$ in the sense of Jourani and Thibault [12].

We refer the reader to [16, 17] for other efficient conditions implying the SNC/PSNC properties for specific classes of set-valued and single-valued mappings and to the well-
developed *SNC calculus* ensuring the preservation of such properties under various operations; this seems to be the most important for applications. Note that the proofs of the major rules of SNC calculus are also based on the *extremal principle*.

### 3 Multiobjective Optimization and EPECs via Generalized Order Optimality

In this section we study EPECs, where equilibrium/efficiency relations on the upper level are given by a certain "generalized order optimality" that can be treated from the viewpoint of multiobjective optimization. First we formulate this notion in the vein of [17, Subsection 5.3.1]; see also the references therein.

**Definition 3.1** (generalized order optimality under constraints). Given a "cost" mapping $f: X \to Z$ between Banach spaces, an "ordering" set $\Theta \subset Z$ with $0 \in \Theta$, and a constraint set $\Omega \subset X$, we say that a point $\bar{x} \in \Omega$ is locally $(f, \Theta, \Omega)$-optimal if there are a neighborhood $U$ of $\bar{x}$ and a sequence $\{z_k\} \subset Z$ with $\|z_k\| \to 0$ as $k \to \infty$ such that

$$f(x) - f(\bar{x}) \notin \Theta - z_k \quad \text{for all } x \in \Omega \cap U \text{ and } k \in \mathbb{N}. $$

The set $\Theta$ in Definition 3.1 can be viewed as a generator of an extended order/preference relation between $z_1, z_2 \in Z$ defined by $z_1 - z_2 \in \Theta$. In the scalar case of $Z = \mathbb{R}$ and $\Theta = \mathbb{R}^-$, the above notion clearly reduces to the standard optimality with the cost function $f$. Note that we do not assume that the ordering set $\Theta$ is either convex or of nonempty interior. If it is a convex subcone of $Z$ with $\text{ri} \Theta \neq \emptyset$, then the concept of Definition 3.1 encompasses a Pareto-type efficiency/equilibrium requiring that there is no $x \in \Omega \cap U$ with $f(x) - f(\bar{x}) \in \text{ri} \Theta$; to see this, we put $z_k := z_0/k$, $k \in \mathbb{N}$, with some $z_0 \in \text{ri} \Theta$. The standard weak Pareto efficiency corresponds to the more restrictive relation $f(x) - f(\bar{x}) \in \text{int} \Theta$, while the Pareto efficiency means that there is no $x \in \Omega \cap U$ for which $f(x) - f(\bar{x}) \in \Theta$ and $f(\bar{x}) - f(x) \notin \Theta$; compare, e.g., the book by Jahn [11] and its references.

Our goal in this section is to derive necessary optimality conditions for EPECs with equilibrium relations given by the generalized order optimality on the upper level. To begin with, consider the following abstract EPEC: given $f: X \times Y \to Z$, $0 \in \Theta \subset Z$, and a set-valued mapping $S: X \rightrightarrows Y$,

$$\text{find a local } (f, \Theta)-\text{optimal point } (\bar{x}, \bar{y}) \text{ subject to } y \in S(x). \quad (3.1) $$

The set-valued mapping $S$ in (3.1) can be viewed as a parametric solution map to abstract constraints of a *generalized equilibrium type*, which particularly cover those (1.1) of our main interest in this paper. We begin with necessary conditions for local optimal solution to (3.1) in Asplund spaces. For brevity and simplicity, consider only the case when the cost mapping $f$ is locally Lipschitzian; more general cases can be treated in the line of [17, Section 5.3]. Note that the primary driving forces for proving the results of this section are the *exact extremal principle* in product spaces [17] along with the comprehensive generalized differential and SNC calculi developed in [16].
Theorem 3.2 (necessary conditions for generalized order optimality in abstract EPECs). Let \((\bar{x}, \bar{y})\) be an optimal solution to (3.1), where \(f: X \times Y \to Z\) is a mapping between Asplund spaces that is locally Lipschitzian around \((\bar{x}, \bar{y})\), and where the sets \(\text{gph } S\) and \(\Theta\) are locally closed around \(z := f(\bar{x}, \bar{y})\) and \(0 \in \Theta\), respectively. Assume also that:

(a) either \(\Theta\) is SNC at 0,
(b) or the inverse mapping \(f^{-1}: Z \Rightarrow X \times Y\) is strongly PSNC at \((\bar{x}, \bar{y})\) and

\[
(x^*, y^*) \in D^*_N f(\bar{x}, \bar{y})(0), -x^* \in D^*_N S(\bar{x}, \bar{y})(y^*) \Rightarrow x^* = y^* = 0.
\]  

Then there is \(z^* \in N(0; \Theta) \setminus \{0\}\) satisfying

\[
0 \in D^*_N f(\bar{x}, \bar{y})(z^*) + N((\bar{x}, \bar{y}); \text{gph } S).
\]  

Moreover, the qualification condition (3.2) is automatic and the necessary optimality condition (3.3) is equivalent to

\[
0 \in \partial (z^*, f)(\bar{x}, \bar{y}) + N((\bar{x}, \bar{y}); \text{gph } S)
\]  

provided that \(f\) is strictly Lipschitzian at \((\bar{x}, \bar{y})\).

Proof. It is easy to observe that the point \((\bar{x}, \bar{y})\) is locally \((f, \Theta, \text{gph } S)\)-optimal in the sense of Definition 3.1 in the product space \(X \times Y\). Since both spaces \(X\) and \(Y\) are assumed to be Asplund, their product \(X \times Y\) is also Asplund, by the well-known fact from the theory of Asplund spaces [25]. Thus we can apply the results of [17, Theorem 5.59] that give necessary conditions for general problems of constrained multiobjective optimization. According to assertion (ii) of the latter theorem, whose proof employs the full power of the exact extremal principle in product of Asplund spaces [17, Lemma 5.58] and the corresponding generalized differential and SNC calculi, we find \(z^* \in N(0; \Theta) \setminus \{0\}\) such that

\[
0 \in D^*_N (f + \Delta(\cdot; \text{gph } S))(\bar{x}, \bar{y})
\]  

provided that either \(\Theta\) is SNC at 0, or the inverse mapping

\[
G(x, y) := [f(x, y) + \Delta((x, y); \text{gph } S)]^{-1}
\]  

is PSNC at \((\bar{x}, \bar{y})\). In (3.5), \(\Delta(\cdot; \Omega)\) stands for the indicator mapping of the given set \(\Omega \subset W\) \((\Omega = \text{gph } S \subset X \times Y\) in our case) with respect to the image space \(Z\) defined by

\[
\Delta(w; \Omega) := \begin{cases} 
0 \in W & \text{if } w \in \Omega, \\
\emptyset & \text{if } w \notin \Omega.
\end{cases}
\]

Further, we need to present the optimality condition (3.5) and the PSNC assumption on (3.6) in terms of the initial data of the problem (3.1) under consideration.

Applying the coderivative sum rule from [16, Proposition 3.12] and taking into account that the Lipschitz continuity of \(f\) around \((\bar{x}, \bar{y})\) yields \(D^*_M f(\bar{x}, \bar{y})(0) = \{0\}\) by (2.8), we conclude that (3.3) follows from (3.5), since

\[
D^*_N \Delta((\bar{x}, \bar{y}); \text{gph } S)(z^*) = N((\bar{x}, \bar{y}); \text{gph } S) \text{ for all } z^* \in Z^*.
\]
This justifies the necessary optimality condition of the theorem in case (a).

To establish (3.5) in case (b), it remains to show that the assumptions therein ensure that the mapping \( G \) in (3.6) is PSNC at \((\bar{x}, \bar{y})\). To proceed, we fix arbitrary sequences \((x_k, y_k, x'_k, y'_k, z_k^\star)\) with \((x_k, y_k) \rightharpoonup (\bar{x}, \bar{y})\) satisfying

\[
(x_k^\star, y_k^\star) \in \hat{D}^s(f + \Delta(\cdot; \text{gph} S))(x_k, y_k)(z_k^\star), \quad \| (x_k^\star, y_k^\star) \| \to 0, \quad \text{and} \quad z_k^\star \rightharpoonup 0
\]

and show that \(\| z_k^\star \| \to 0\) as \(k \to \infty\), which means that the required PSNC property of \( G \) holds. Observe that the qualification condition (3.2) implies the existence of some sequences \(\varepsilon_k \downarrow 0\), \((x_{ik}, y_{ik}) \to (\bar{x}, \bar{y})\) for \(i = 1, 2\), and \((\bar{x}_k^\star, \bar{y}_k^\star, \bar{z}_k^\star)\) satisfying the inclusion

\[
(\bar{x}_k^\star, \bar{y}_k^\star) \in \hat{D}^s f(x_{1k}, y_{1k})(\bar{z}_k^\star) + \hat{N}((x_{2k}, y_{2k}); \text{gph} S)
\]

(3.7)

and the estimate

\[
\| (\bar{x}_k^\star, \bar{y}_k^\star, \bar{z}_k^\star) - (x_{1k}^\star, y_{1k}^\star, \bar{z}_k^\star) \| \leq \varepsilon_k
\]

(3.8)

for each \(k \in \mathbb{N}\). This can be derived from [16, Lemma 3.1] similarly to the proof of the coderivative sum rule in [16, Theorem 3.10]. Therefore, by (3.7) there exist

\[
(x_{1k}^\star, y_{1k}^\star) \in \hat{D}^s f(x_{1k}, y_{1k})(\bar{z}_k^\star) \quad \text{and} \quad (x_{2k}^\star, y_{2k}^\star) \in \hat{N}((x_{2k}, y_{2k}); \text{gph} S)
\]

(3.9)

ensuring the equalities

\[
(\bar{x}_k^\star, \bar{y}_k^\star) = (x_{1k}^\star, y_{1k}^\star) + (x_{2k}^\star, y_{2k}^\star), \quad k \in \mathbb{N}.
\]

(3.10)

It follows from \(z_k^\star \rightharpoonup 0\) and estimate (3.8) with respect to the \(z\)-component that \(\bar{z}_k^\star \rightharpoonup 0\) as \(k \to \infty\). Hence, by the classical uniform boundedness principle, the sequence \(\{\bar{z}_k^\star\}\) is bounded in \(Z^*\). Since \(f\) is locally Lipschitzian around \((\bar{x}, \bar{y})\) with some modulus \(\ell \geq 0\), the first inclusion in (3.9) implies by [16, Theorem 1.43] that

\[
\| (x_{1k}^\star, y_{1k}^\star) \| \leq \ell \| \bar{z}_k^\star \| \quad \text{for all} \quad k \in \mathbb{N},
\]

which ensures the boundedness of the sequence \(\{(x_{1k}^\star, y_{1k}^\star)\}\) in \(X^* \times Y^*\). Thus, by the sequential weak* compactness of bounded sets in dual to Asplund spaces [25], the latter sequence contains a subsequence weak* converging to some \((x^\star, y^\star) \in X^* \times Y^*\). It follows from the first inclusion in (3.9) with \(\bar{z}_k^\star \rightharpoonup 0\) and from definition (2.2) of the normal coderivative that \((x^\star, y^\star) \in \hat{D}_N f(\bar{x}, \bar{y})(0)\). We similarly conclude from (3.8) and (3.10) that \(\{(x_{2k}^\star, y_{2k}^\star)\}\) weak* converges to some \((x_2^\star, y_2^\star) \in X^* \times Y^*\) along a subsequence and that actually \((x_2^\star, y_2^\star) \in N((\bar{x}, \bar{y}); \text{gph} S)\) due to (2.1) by passing to the limit in the second inclusion of (3.9). Moreover, \((x_2^\star, y_2^\star) = (-x^\star, -y^\star)\) by passing to the limit in equality (3.10). Thus

\[
(x^\star, y^\star) \in \hat{D}_N f(\bar{x}, \bar{y})(0) \cap \left[ - \hat{N}((\bar{x}, \bar{y}); \text{gph} S) \right],
\]

and hence \((x^\star, y^\star) = (0, 0)\) by the qualification condition (3.2). The latter implies that

\[
(x_{1k}^\star, y_{1k}^\star, z_{1k}^\star) \rightharpoonup 0 \quad \text{with} \quad (x_{1k}^\star, y_{1k}^\star) \in \hat{D}^s f(x_{1k}, y_{1k})(z_{1k}^\star), \quad k \in \mathbb{N}.
\]
Invoking now the strong PSNC property of $f^{-1}$ at $(\bar{z}, \bar{x}, \bar{y})$, we conclude that $\|z_k^*\| \to 0$ as $k \to \infty$, which justifies the required PSNC property of $G$ in (3.6) and thus the optimality condition (3.3) under the assumptions in (b).

Suppose finally that $f$ is strictly Lipschitzian at $(\bar{x}, \bar{y})$. Then

$$D_N f(\bar{x}, \bar{y})(z^*) = \partial (z^*, f)(\bar{x}, \bar{y})$$

for all $z^* \in Z^*$

by the scalarization formula of [16, Theorem 3.28]. Hence (3.3) is equivalent to (3.4) in this case and the qualification condition (3.2) trivially holds due to $D_N f(\bar{x}, \bar{y})(0) = \{0\}$. This completes the proof of the theorem.

Observe that the necessary conditions of Theorem 3.2 are established in the normal form, with a nonzero “multiplier” $z^*$ corresponding to the cost mapping $f$. This is due to the imposed qualification condition (3.2). Since the optimality and qualification conditions obtained are of the same (dual) nature, they can be unified in a single necessary optimality condition written in the non-qualified form, which ensures the nontriviality of the whole collection of “multipliers” corresponding to the cost mapping and constraints, while does not exclude that the “cost multiplier” equals zero.

**Corollary 3.3 (non-qualified necessary conditions for abstract EPECs).** Assume that, in the general framework of Theorem 3.2, either $\Theta$ is SNC at 0 or $f^{-1}$ is strongly PSNC at $(\bar{z}, \bar{x}, \bar{y})$. Then there are $0 \neq (x^*, y^*, z^*) \in X^* \times Y^* \times Z^*$ satisfying

$$(x^*, y^*) \in D_N f(\bar{x}, \bar{y})(z^*), \quad -x^* \in D_N S(\bar{x}, \bar{y})(y^*), \quad z^* \in N(0; \Theta). \quad (3.11)$$

**Proof.** When $\Theta$ is SNC at 0, (3.11) is the same as (3.3) with $z^* \in N(0; \Theta) \setminus \{0\}$ by the normal coderivative definition (2.2). When $f^{-1}$ is strongly PSNC at $(\bar{z}, \bar{x}, \bar{y})$ and the qualification condition (3.2) is satisfied, (3.11) also reduces to (3.3) with $z^* \in N(0; \Theta) \setminus \{0\}$. On the other hand, the *negation* of (3.2) means that (3.11) holds with some $(x^*, y^*) \neq 0$. \(\triangle\)

Next let us consider our main problem in this section when the mapping $S(\cdot)$ in the abstract EPEC (3.1) is given in the form of *equilibrium constraints* (1.1), i.e., $S(\cdot)$ is the solution map to the parametric generalized equations/variational systems

$$S(x) := \{y \in Y \mid 0 \in q(x, y) + Q(x, y)\}. \quad (3.12)$$

For brevity and simplicity, we restrict ourselves to the case of strictly Lipschitzian single-valued mappings under consideration. These assumptions can be dropped or significantly relaxed on the base of Theorem 3.2 and appropriate rules of generalized differential and SNC calculi (cf. [17]); however, it leads us to results technically more involved and complicated in formulation. The result formulated in the theorem is given in the general non-qualified form, which can be equivalently formulated in the corresponding normal form under the so-called *Fredholm qualification condition*. Note also that we consider in (3.12) the case of parameter-dependent multivalued fields $Q = Q(x, y)$ of generalized equations, in contrast to the majority of other studies in this direction.
Theorem 3.4 (necessary conditions for EPECs governed by parameter-dependent generalized equations). Let \((\bar{x}, \bar{y})\) be a solution to (3.1) with \(S(\cdot)\) given by (3.12), where 
\[ f: X \times Y \to Z, \quad q: X \times Y \to P, \quad \text{and} \quad Q: X \times Y \to P \]
are mappings between Asplund spaces, and where \(\Theta \subset Z\) with \(0 \in \Theta\). Assume that \(f\) and \(q\) are strictly Lipschitzian at \((\bar{x}, \bar{y})\), that \(e\) is locally closed around the origin, and that \(Q\) is locally closed around \((\bar{x}, \bar{y}, \bar{p})\) with \(\bar{p} := -q(\bar{x}, \bar{y})\). Then there are \((z^*, p^*) \in Z^* \times P^*,\) not both zero, such that
\[
0 \in \partial(z^*, f)(\bar{x}, \bar{y}) + \partial(p^*, q)(\bar{x}, \bar{y}) + D_N^*Q(\bar{x}, \bar{y}, \bar{p})(p^*) \quad \text{and} \quad z^* \in N(0; \Theta)
\]
(3.13)
in each of the following cases:
(a) \(\Theta\) is SNC at \(0\);
(b) \(f^{-1}\) is strongly PSNC at \((\bar{x}, \bar{y}, \bar{p})\) with \(\bar{z} := f(\bar{x}, \bar{y})\) and either \(Q\) is SNC at \((\bar{x}, \bar{y}, \bar{p})\), or \(\dim P < \infty\).

Proof. We are based on the assumptions and results of Corollary 3.3, where
\[
(x^*, y^*) \in D_N^*f(\bar{x}, \bar{y})(z^*) \iff (x^*, y^*) \in \partial(z^*, f)(\bar{x}, \bar{y})
\]
due to the strict Lipschitzian requirement on \(f\) at \((\bar{x}, \bar{y})\). Thus, under the latter assumption in addition to the other assumptions of Corollary 3.3, it ensures the existence of \((x^*, y^*, z^*)\) satisfying (3.11) with \(z^* \neq 0\).

Let us now express/estimate the normal coderivative \(D_N^*S(\bar{x}, \bar{y})\) for the mapping \(S\) in (3.12) via the initial data of (3.12) and the requirements imposed directly on \(q\) and \(Q\). Employing [16, Theorem 4.46], we get the upper estimate
\[
D_N^*S(\bar{x}, \bar{y})(y^*) \subset \{ x^* \in X^* \mid \exists p^* \in P^* \text{ with} \}
\[
(x^*,-y^*) \in \partial(p^*, q)(\bar{x}, \bar{y}) + D_N^*Q(\bar{x}, \bar{y}, \bar{p})(p^*) \}
\]
(3.15)
provided that the adjoint generalized equation to (1.1) has only the trivial solution:
\[
[0 \in \partial(p^*, q)(\bar{x}, \bar{y}) + D_N^*Q(\bar{x}, \bar{y}, \bar{p})(p^*)] \implies p^* = 0
\]
(3.16)
and that either \(Q\) is SNC at \((\bar{x}, \bar{y}, \bar{p})\), or \(\dim P < \infty\). Substituting (3.14) and (3.15) into (3.11), we arrive at (3.13) with \(z^* \neq 0\) under the qualification condition (3.16) and the assumptions made in the theorem.

On the other hand, the negation of (3.16) means that there is \(0 \neq p^* \in P^*\) satisfying
\[
0 \in \partial(p^*, q)(\bar{x}, \bar{y}) + D_N^*Q(\bar{x}, \bar{y}, \bar{p})(p^*).
\]
This gives (3.13) with \(z^* = 0\) and \(p^* \neq 0\), which completes the proof of the theorem. \(\triangle\)

The qualification condition (3.16) and its counterparts for more general mappings \(q\) in (1.1) play a significant role in the analysis of equilibrium constraints (sensitivity, optimality conditions for MPECs and EPECs, etc.); see [16, 17]. It reminds us Fredholm's alternative for integral equations, where the triviality of solutions to the adjoint equation is a crucial condition for solvability of the original one. For this reason, we call (3.16) the Fredholm alternative.
qualification condition for generalized equations and the associated MPECs and EPECs. As follows from the proof of Theorem 3.4, the qualification assumption (3.16) ensures the normal form of the necessary conditions in (3.13) with $z^* \neq 0$.

Let us next present further elaborations of the results obtained for some important classes of EPECs, where the multivalued part (field) of the equilibrium constraints (1.1) is given in a subdifferential form typical for the majority of applications. Usually subdifferential structures arising in applications involve certain compositions. We pay the main attention to the composite subdifferential structures given in the following forms:

$$Q(x, y) = \partial (\psi \circ g)(x, y) \text{ or } Q(x, y) = (\partial \psi \circ g)(x, y),$$  \hspace{1cm} (3.17)

where $g$ is a single-valued mapping between Banach spaces and where $\psi$ is an extended-real-valued function. For convenience, we refer (borrowing mechanical terminology) to the first structure in (3.17) as to that with composite potentials, while the second structure the second structure in (3.17) is that with composite fields. The subdifferential in (3.17) is taken in our basic sense (2.4), while other subdifferential constructions can be considered as well in a similar way; compare, e.g., [18]. Parametric generalized equations (equilibrium constraints) with multivalued parts given in both forms (3.17) encompass a variety of parametric variational systems including particularly variational inequalities and nonlinear complementarity (as well as implicit complementarity) problems, sets of stationary solutions in nonlinear programming, hemivariational and quasivariational inequalities, etc.; see more discussions and examples in the books [6, 13, 16, 24] and the references therein.

Observe that equilibrium constraints (1.1) with subdifferential structures (3.17) contain by construction a first-order information arising, in particular, from first-order necessary conditions in lower-level optimization problems. Thus necessary conditions (and related results) for upper-level problems with equilibrium constraints of the (first-order) subdifferential type naturally require certain second-order generalized differential objects.

Recall the second-order subdifferential notion for extended-real-valued functions used in what follows; see the book [16] and its references for more details and historical comments. Given $\varphi: X \to \mathbb{R}$ finite at $\bar{x}$ and given $\bar{y} \in \partial \varphi(\bar{x})$, the (normal) second-order subdifferential of $\varphi$ at $\bar{x}$ relative to $\bar{y}$ is defined by

$$\partial^2 \varphi(\bar{x}, \bar{y})(u) := (D_X^* \partial \varphi)(\bar{x}, \bar{y})(u), \quad u \in X^*,$$  \hspace{1cm} (3.18)

i.e., as the (normal) coderivative (2.2) of the first-order subdifferential mapping (2.4). When $\varphi \in C^2$ around $\bar{x}$, the set (3.18) is a singleton for each $u \in X^*$ reducing to the classical second-order derivative (Hessian) of $\varphi$ at $\bar{x}$:

$$\partial^2 \varphi(\bar{x})(u) = \{ \nabla^2 \varphi(\bar{x})^* u \}, \quad u \in X^*,$$

where the adjoint operation is not needed in finite-dimensional spaces, due to the symmetry of the classical Hessian matrix. In general, (3.18) defines a positively homogeneous set-valued mapping from $X^*$ into $X^*$, which possesses an extensive calculus in both finite and infinite dimensions; see [16]. Besides various situations and examples considered in the books [16, 17] and the references therein, we particularly refer the reader to the papers
[4, 18, 19] containing precise calculations of the second-order subdifferential for favorable classes of extended-real-valued functions arising in various optimization and equilibrium problems motivated by numerous applications.

Let us first consider EPECs whose equilibrium constraints are governed by the subdifferential generalized equations with composite potentials

\[0 \in q(x, y) + \partial(\psi \circ g)(x, y),\]  

(3.19)

where \(q: X \times Y \to X^* \times Y^*, \ g: X \times Y \to W, \ \text{and} \ \psi: W \to \mathbb{R}. \) The following two theorems distinguish between problems with parameter-independent fields when \(g = g(y)\) in (3.19), and those with \(g = g(x, y)\). Although the second framework obviously includes the first one, the results presented below are independent of each other, since in the first case we are able to work with general spaces due to the available calculus. As before, we restrict our consideration to EPECs with strictly Lipschitzian costs. Note that the closed-graph assumption (in the norm topology of \(W \times W^*\)) on the subdifferential mapping \(\partial \psi\) imposed in the next and subsequent results of this section is automatic if either \(\psi\) is locally continuous, or it is amenable at the reference point; see below.

Theorem 3.5 (necessary conditions for EPECs with parameter-independent potentials). Let \((\bar{x}, \bar{y})\) be a solution to the EPEC given in (3.1) with

\[S(x) := \{y \in Y | 0 \in q(x, y) + \partial(\psi \circ g)(y)\},\]

where \(f: X \times Y \to Z\) is strictly Lipschitzian at \((\bar{x}, \bar{y})\), where \(\Theta \subset Z\) is locally closed around \(0 \in \Theta\), where \(g\) is strictly differentiable at \((\bar{x}, \bar{y})\) with the surjective partial derivative \(\nabla_x q(\bar{x}, \bar{y})\), and where \(g = g(y) \in C^2\) around \(\bar{y}\) with the surjective derivative \(\nabla g(\bar{y})\). Assume also that the spaces \(X\) and \(Z\) are Asplund while \(\dim Y < \infty\) and \(W\) is Banach, and that the graph of the subdifferential mapping \(\partial \psi\) is locally closed around \((\bar{w}, \bar{v})\) with \(\bar{w} := g(\bar{y})\) and \(\bar{v}\) being a unique solution to the system

\[-q(\bar{x}, \bar{y}) = \nabla g(\bar{y})^* \bar{v}, \ \ \bar{v} \in \partial \psi(\bar{w}).\]  

(3.20)

Then there are \(z^* \in N(0; \Theta) \setminus \{0\}\) and \(u \in Y\) satisfying

\[0 \in \partial(z^*, f)(\bar{x}, \bar{y}) + \nabla q(\bar{x}, \bar{y})^* u + \left(0, \nabla^2 (\bar{v}, g)(\bar{y})^* u + \nabla g(\bar{y})^* \partial^2 \psi(\bar{w}, \bar{v})(\nabla g(\bar{y}) u)\right)\]  

(3.21)

provided that either \(\Theta\) is SNC at 0, or \(f^{-1}\) is strongly PSNC at \((\bar{z}, \bar{x}, \bar{y})\) with \(\bar{z} := f(\bar{x}, \bar{y})\).

Proof. We are based on Theorem 3.4, where \(P = Y^* (= \mathbb{R}^m), Q(y) = \partial(\psi \circ g)(y),\) and

\[\partial(u, q)(\bar{x}, \bar{y}) = \nabla q(\bar{x}, \bar{y})^* u, \ \ u \in Y,\]

due to the assumed strict differentiability of \(q\) at \((\bar{x}, \bar{y})\). Observe that \(Q = \partial(\psi \circ g)\) is locally closed-graph by the assumptions on \(\partial \psi\) and \(g\). Since the partial derivative \(\nabla_x q(\bar{x}, \bar{y})\) is surjective and \(Q = Q(y),\) the Fredholm qualification condition (3.16) is fulfilled. Thus the
necessary optimality conditions in (3.13) hold in the normal form, i.e., with \( z^* \neq 0 \). We need to compute

\[
D^*_N Q(\bar{y}, \bar{p})(u) = \partial^2 (\psi \circ g)(\bar{y}, \bar{p})(u) \quad \text{with} \quad \bar{p} := -q(x, \bar{y}).
\]

Employing the second-order subdifferential chain rule from [16, Theorem 1.127] held in general Banach spaces under the surjectivity assumption on \( \nabla g(\bar{y}) \) for the mapping \( g \in C^2 \), we get the equality

\[
\partial^2 (\psi \circ g)(u) = \nabla^2 (\psi \circ g)(\bar{y})u + \nabla g(\bar{y})^* \partial^2 \psi(\bar{w}, \bar{v})(\nabla g(\bar{y})u),
\]

where \( \bar{v} \) is uniquely determined by (3.20). Substituting this into (3.13) with \( Q = Q(y) \) and taking into account that \( P = Y^* \) is finite-dimensional, we arrive at (3.21) under the assumptions made and thus complete the proof of the theorem. \( \triangle \)

The next result concerns EPECs (3.1) governed by parameter-dependent equilibrium constraints in the subdifferential form with composite potentials (3.19). In contrast to the preceding theorem, we consider the case when all the spaces involved but the image space \( Z \) for the cost mapping are finite-dimensional. At the same time, the structure of the composite potential \( \psi \circ g \) is significantly more general than in Theorem 3.5: besides the parameter-dependence, we allow \( \nabla g(\bar{x}, \bar{y}) \) to be non-surjective. More precisely, we consider the so-called strongly amenable potentials \( \psi \circ g \), where \( \psi \) is l.s.c. and convex while \( g \) is \( C^2 \) around the reference points under the first-order qualification condition

\[
\partial^\infty \psi(w) \cap \ker \nabla g(\bar{x}, \bar{y})^* = \{0\} \quad \text{with} \quad \bar{w} := g(\bar{x}, \bar{y});
\]

see [30] and also [16] for more details concerning this remarkable class of functions largely encountered in finite-dimensional variational analysis and parametric optimization. In (3.22),

\[
\partial \psi(\bar{w}) := \{w^* \in W^*| (w^*, -1) \in N((\bar{w}, \psi(\bar{w})); \text{gph } \psi)\}
\]

stands for the singular subdifferential of \( \psi \) at \( \bar{w} \), which reduces to the singleton \( \{0\} \) if \( \psi \) is locally Lipschitzian around \( \bar{w} \).

Theorem 3.6 (necessary conditions for EPECs with parameter-dependent amenable potentials). Let \( (\bar{x}, \bar{y}) \) be a solution to the EPEC given in (3.1) with

\[
S(x) := \{y \in R^m| 0 \in q(x, y) + \partial(\psi \circ g)(y)\},
\]

where \( f: R^n \times R^m \rightarrow Z \) is strictly Lipschitzian at \( (\bar{x}, \bar{y}) \), where \( Z \) is Asplund and \( \Theta \subset Z \) is locally closed around \( 0 \in \Theta \), where \( q: R^n \times R^m \rightarrow R^n \times R^m \) is locally Lipschitzian around \( (\bar{x}, \bar{y}) \), and where the potential \( \psi \circ g \) is strongly amenable at this point with \( g: R^n \times R^m \rightarrow R^l \), \( \bar{w} := g(\bar{x}, \bar{y}) \). Denote

\[
M(\bar{x}, \bar{y}) := \{\bar{v} \in R^l| \bar{v} \in \partial \psi(\bar{w}), \ \nabla g(\bar{x}, \bar{y})^* \bar{v} = -q(\bar{x}, \bar{y})\}
\]

and impose the second-order qualification condition:

\[
\partial^2 \psi(\bar{w}, \bar{v})(0) \cap \ker \nabla g(\bar{x}, \bar{y})^* = \{0\} \quad \text{for all} \quad \bar{v} \in M(\bar{x}, \bar{y}).
\]
Then there are \( z^* \in N(0; \Theta) \) and \( u \in \mathbb{R}^m \times \mathbb{R}^m \), not both zero, such that

\[
0 \in \partial(z^*, f)(\bar{x}, \bar{y}) + \partial(u, q)(\bar{x}, \bar{y}) + \bigcup_{\bar{v} \in M(\bar{x}, \bar{y})} \left[ \nabla^2(\bar{v}, g)(\bar{x}, \bar{y})(u) + \nabla g(\bar{x}, \bar{y}) \partial^2 \psi(\bar{v}, \bar{w})(\nabla g(\bar{x}, \bar{y})u) \right]
\]

provided that either \( \Theta \) is SNC at 0, or \( f^{-1} \) is strongly PSNC at \((\bar{z}, \bar{x}, \bar{y})\) with \( \bar{z} := f(\bar{x}, \bar{y}) \).

**Proof.** We are now based on Theorem 3.4, where \( P = \mathbb{R}^n \times \mathbb{R}^m \) and where

\[
Q(\bar{x}, \bar{y}) = \partial(\psi \circ g)(\bar{x}, \bar{y}).
\]

To proceed, we employ the second-order chain rule from [16, Corollary 3.76] involving strongly amenable functions under the assumptions made. Then the second-order qualification condition (3.23) ensures that

\[
\partial^2(\psi \circ g)(\bar{x}, \bar{y})(u) \subset \bigcup_{\bar{v} \in M(\bar{x}, \bar{y})} \left[ \nabla^2(\bar{v}, g)(\bar{x}, \bar{y})(u) + \nabla g(\bar{x}, \bar{y}) \partial^2 \psi(\bar{v}, \bar{w})(\nabla g(\bar{x}, \bar{y})u) \right]
\]

(3.24)

for all \( u \in \mathbb{R}^n \times \mathbb{R}^m \). Substituting (3.24) into (3.13), we arrive at the necessary optimality conditions of the theorem for the EPEC under consideration.

Observe that the second-order qualification condition (3.23) automatically holds when either \( \psi \in C^{1,1} \) around \( \bar{w} \) (i.e., it is \( C^1 \) with the local Lipschitzian derivative \( \nabla \psi \)), or the derivative \( \nabla g(\bar{x}, \bar{y}) \) is surjective. In general, none of these assumptions is required.

Finally in this section, consider EPECs whose equilibrium constraints are governed by the subdifferential generalized equations with composite fields

\[
0 \in q(x, y) + (\partial \psi \circ g)(x, y),
\]

where \( g: X \times Y \to W, \psi: W \to \mathbb{R}, \) and \( q: X \times Y \to \mathbb{R}^l \).

**Theorem 3.7 (necessary conditions for EPECs with general composite fields).** Let \((\bar{x}, \bar{y})\) be a solution to the EPEC given in (3.1) with

\[
S(x) := \{ y \in Y \mid 0 \in q(x, y) + (\partial \psi \circ g)(x, y) \},
\]

where \( f: X \times Y \to Z \) is a mapping between Asplund spaces that is strictly Lipschitzian at \((\bar{x}, \bar{y})\), where \( \Theta \subset Z \) is locally closed around \( 0 \in \Theta \), where the mappings \( q: X \times Y \to \mathbb{R}^l \) and \( g: X \times Y \to \mathbb{R}^l \) are locally Lipschitzian around \((\bar{x}, \bar{y})\), and where the graph of \( \partial \psi \) is locally closed around \((\bar{x}, \bar{y})\) with \( \bar{w} := g(\bar{x}, \bar{y}) \) and \( \bar{p} := -q(\bar{x}, \bar{y}) \); the latter is automatic when \( \psi: \mathbb{R}^l \to \mathbb{R} \) is either amenable at \( \bar{w} \) or continuous around this point. Impose also the second-order qualification condition

\[
\partial^2 \psi(\bar{w}, \bar{p})(0) \cap \{ v \in \mathbb{R}^l \mid 0 \in \partial(v, g)(\bar{x}, \bar{y}) \} = \{0\}.
\]

(3.25)

Then there are \( z^* \in N(0; \Theta) \) and \( u \in \mathbb{R}^l \), not both zero, such that

\[
0 \in \partial(z^*, f)(\bar{x}, \bar{y}) + \partial(u, q)(\bar{x}, \bar{y}) + \left\{ \partial(v, q)(\bar{x}, \bar{y}) \mid v \in \partial^2 \psi(\bar{w}, \bar{p})(u) \right\}
\]

(3.26)

provided that either \( \Theta \) is SNC at 0, or \( f^{-1} \) is strongly PSNC at \((\bar{z}, \bar{x}, \bar{y})\).
Proof. Again we are based on Theorem 3.4, where \( P = \mathbb{R}^d \) and where
\[
Q(x, y) = (\partial \psi \circ g)(x, y).
\]
To apply the necessary condition (3.13) of the latter theorem, we need to express the coderivative \( D^* = D^*_N \) of the composition \( \partial \psi \circ g \) with values in \( \mathbb{R}^d \) via the generalized differential constructions for \( \psi \) and \( g \) at the corresponding points. The appropriate coderivative chain rule of [16, Theorem 3.13], the scalarization formula of [16, Theorem 3.28], and construction (3.18) of the second-order subdifferential yield the upper estimate
\[
D^*(\partial \psi \circ g)(\bar{x}, \bar{y}, \bar{p})(u) \subset \left\{ \partial(v, g)(\bar{x}, \bar{y}) \left| v \in \partial^2 \psi(\bar{w}, \bar{p})(u) \right. \right\}
\]
under the second-order qualification condition (3.25). Substituting (3.27) into (3.13), we arrive at the necessary optimality condition of the theorem. \( \triangle \)

If the inner mapping \( g \) in the equilibrium constraint composition happens to be strictly differentiable at \((\bar{x}, \bar{y})\), the results of Theorem 3.7 admit significant simplifications.

Corollary 3.8 (necessary conditions for EPECs with composite fields of special structure). Suppose that in the framework of Theorem 3.7 the inner composite mapping \( g: X \times Y \to \mathbb{R}^d \) is strictly differentiable at \((\bar{x}, \bar{y})\). Then all the conclusions of this theorem hold with the replacement of the qualification condition (3.25) and the necessary optimality condition (3.27) by, respectively, (3.23) and
\[
0 \in \partial(z^*, f)(\bar{x}, \bar{y}) + \partial(u, q)(\bar{x}, \bar{y}) + \nabla g(\bar{x}, \bar{y})^* \partial^2 \psi(\bar{w}, \bar{p})(u).
\]
Proof. It follows from the subdifferential representation
\[
\partial(v, g)(\bar{x}, \bar{y}) = \{ \nabla g(\bar{x}, \bar{y})^* v \}
\]
held for strictly differentiable mappings. \( \triangle \)

4 Multiobjective Optimization and EPECs with Closed Preference Relations

The main objective of this section is to study EPECs whose preference/equilibrium relations on the upper level are defined via the so-called closed preferences. The results obtained in this way are generally independent of those in Section 3.

Given a Banach space \( Z \) and a subset \( R \subset Z \times Z \), we say that \( z_1 \) is preferred to \( z_2 \) (notation \( z_1 \prec z_2 \)) if \((z_1, z_2) \in R\). In what follows, we consider nonreflexive preference relations, i.e., such that the preference set \( R \) does not contain the diagonal.

Definition 4.1 (closed preference relations). Let
\[
\mathcal{L}(x) := \{ u \in Z \mid u \prec z \}
\]
be a level set at \( z \in \mathcal{Z} \) with respect to the given preference \(<\). We say that \(<\) is locally satiated around \( \tilde{z} \) if \( z \in \text{cl} \mathcal{L}(z) \) for all \( z \) in some neighborhood of \( \tilde{z} \). Furthermore, the preference \(<\) is almost transitive on \( \mathcal{Z} \) provided that for all \( u < z \) and \( v \in \text{cl} \mathcal{L}(u) \) one has \( v < z \). The preference relation \(<\) is called closed around \( \tilde{z} \) if it is locally satiated and almost transitive simultaneously.

Observe that the main difference between the preference concepts from Definition 4.1 and Definition 3.1 is the following: instead of the linear translation of sets in the extremal system induced by generalized order optimality, preference relations of Definition 4.1 involve nonlinear transformations. The reader can find detailed discussions and references in [17, Subsection 5.3.1], which particularly show that the two concepts are generally independent. It happens that the main restriction in Definition 4.1 is the almost transitivity requirement on the preference \(<\), which does not hold for a number of preferences important in applications (e.g., for the lexicographical order), while Definition 3.1 is applied.

To proceed in deriving necessary conditions for EPECs with closed preference relations on the upper equilibrium level, we recall two generalized differential and normal compactness notions for moving sets needed in what follows. Since the results presented below concern closed-graph mappings between Asplund spaces, we give simplified versions of these notions equivalent to the general ones ([17, Subsection 5.3.3] in the settings under consideration.

**Definition 4.2 (extended normals and sequential normal compactness for moving sets).** Let \( \Omega : \mathcal{Z} \to X \) with \((\tilde{z}, \tilde{x}) \in \text{gph} \Omega \). Then:

(i) The conic set

\[
N_+(\tilde{x}; \Omega(\tilde{z})) := \limsup_{(z,x) \to (\tilde{z},\tilde{x})} \bar{N}(x; \Omega(z))
\]

is called the extended normal cone to \( \Omega(\tilde{z}) \) at \( \tilde{x} \).

(ii) The mapping \( \Omega(\cdot) \) is imagey SNC (or just ISNC) at \((\tilde{z}, \tilde{x}) \in \text{gph} \Omega \) if for any sequences \((z_k, x_k, x_k^*)\) satisfying

\[
x_k^* \in \bar{N}(x_k; \Omega(z_k)), \quad (z_k, x_k) \xrightarrow{\text{gph} \Omega} (\tilde{z}, \tilde{x}), \quad \text{and} \quad x_k^* \xrightarrow{w} 0
\]

one has \( \|x_k^*\| \to 0 \) as \( k \to \infty \).

Observe that we always have the inclusion (in the setting under consideration)

\[
N(x; \Omega(z)) \subset N_+(x; \Omega(\tilde{z})),
\]

where the equality holds under the so-called normal semicontinuity of \( \Omega \) at \((\tilde{z}, \tilde{x}) \), which is the case for a broad class of mappings under reasonable assumptions; see [17, Subsection 5.3.3] for more discussions and sufficient conditions.

The ISNC property is obviously automatic in finite dimensions, while in infinite dimensions it holds under certain uniform Lipschitz-type assumptions; see the above reference and [21] for precise results and discussions. Note also that full calculus is available for the ISNC property of moving sets, similarly to that for “non-moving” objects.
Consider first an abstract EPEC, where equilibrium relations on the upper level are described by an arbitrary closed preference $\prec$, while equilibrium constraints are formalized via a general set-valued mapping $S(\cdot)$. Given $f : X \times Y \rightarrow Z$ and $S : X \Rightarrow Y$, a local optimal solution $(\bar{x}, \bar{y}) \in \text{gph} S$ to the following problem is understood as such a feasible point that $f(\bar{x}, \bar{y})$ is not preferred to $f(x, y)$, with respect to the given closed preference $\prec$ on $Z$, to any other feasible point $(x, y) \in \text{gph} S$ around $(\bar{x}, \bar{y})$:

$$\text{find a local optimal solution to } f(x, y) \text{ with respect to } \prec \text{ subject to } y \in S(x).$$

Theorem 4.3 (necessary conditions for abstract EPECs with closed preference relations). Let $(\bar{x}, \bar{y})$ be a solution to the abstract EPEC given in (4.2), where $\prec$ is a closed preference on $Z$ with the level set $\mathcal{L}(\cdot)$, where $f : X \times Y \rightarrow Z$ is a mapping between Asplund spaces that is locally continuous around $(\bar{x}, \bar{y})$ with $\bar{z} := f(\bar{x}, \bar{y})$, and where $S : X \Rightarrow Y$ is closed-graph around $(\bar{x}, \bar{y})$. Then there is a nonzero triple $(x^*, y^*, z^*) \in X^* \times Y^* \times Z^*$ satisfying the relationships

$$(x^*, y^*) \in D_N f(\bar{x}, \bar{y})(z^*), \quad -x^* \in D_N S(\bar{x}, \bar{y})(y^*), \quad \text{and } z^* \in N_+ (\bar{z}; \mathcal{L}(\bar{z}))$$

provided that either $f$ is SNC at $(\bar{x}, \bar{y})$, or $S$ is SNC at $(\bar{x}, \bar{y})$ and $\mathcal{L} : Z \Rightarrow Z$ is ISNC at $(\bar{z}, \bar{z})$. Furthermore, (4.3) with $(x^*, y^*, z^*) \neq 0$ is equivalent to

$$0 \in \vartheta(z^*, f)(\bar{x}, \bar{y}) + N((\bar{x}, \bar{y}); \text{gph} S) \text{ with } z^* \in N_+ (\bar{z}; \mathcal{L}(\bar{z})) \setminus \{0\}$$

if $f$ is strictly Lipschitzian at $(\bar{x}, \bar{y})$. In the latter case, the SNC assumption on $f$ implies that the space $Z$ is finite-dimensional.

Proof. Given $(f, \prec, S)$ in the theorem, consider the set-valued mapping $S_1 : Z \Rightarrow X \times Y \times Z$ and the set $S_2 \subset X \times Y \times Z$ defined by

$$S_1(\bar{z}) := \text{gph} S \times \mathcal{L}(\bar{z}) \quad \text{and} \quad S_2 := \text{gph} f.$$ 

It is not hard to check that the point $(\bar{x}, \bar{y}, \bar{z})$ belongs to $S_1(\bar{z}) \cap S_2$ (by the local satiation property of the preference $\prec$) and happens to be locally extremal for the system $\{S_1, S_2\}$ at $(\bar{z}, 0)$ in the sense that there is a neighborhood $U$ of $(\bar{x}, \bar{y}, \bar{z})$ such that

$$S_1(\bar{z}) \cap S_2 \cap U = \emptyset$$

for any point $z \in \mathcal{L}(\bar{z})$ close to $\bar{z}$ but not equal to the latter by the preference $\prec$ nonreflexivity. This follows directly from the local optimality of $(\bar{x}, \bar{y})$ in (4.2) and the almost transitivity property of $\prec$; see [17, Example 5.65] for more details.

Since the spaces $X$, $Y$, and $Z$ are assumed to be Asplund, its product $X \times Y \times Z$ is Asplund as well, and we can apply to the system $\{S_1, S_2\}$ the extended extremal principle for multifunctions (see [20, Theorem 4.3] and [17, Theorem 5.68]). Note that the mapping $S_1$ is locally closed-graph (which is essential for the latter result), since the preference $\prec$ is assumed to be closed around $\bar{z}$.
Given $\varepsilon > 0$ and applying the afore-mentioned extremal principle to system (4.5) in $X \times Y \times Z$, find $z_0 \in \tilde{z} + \varepsilon \mathcal{B}_Z$, $(x_i, y_i, z_i) \in (\tilde{x}, \tilde{y}, \tilde{z}) + \varepsilon \mathcal{B}_{X \times Y \times Z}$, and $(x_i^*, y_i^*, z_i^*) \in X^* \times Y^* \times Z^*$ for $i = 1, 2$ such that $(x_1, y_1) \in \text{gph} \mathcal{S}$, $z_1 \in \text{cl} \mathcal{L}(z_0)$, $z_2 = f(x_2, y_2)$, and

$$(x_1^*, y_1^*, z_1^*) \in \tilde{N}((x_1, y_1, z_1); S_1(z_0)), \quad (x_2^*, y_2^*, z_2^*) \in \tilde{N}((x_2, y_2, z_2); S_2), \quad (4.6)$$

$$
\|(x_1^*, y_1^*, z_1^*) + (x_2^*, y_2^*, z_2^*)\| \leq \varepsilon, \quad \|(x_1^*, y_1^*, z_1^*)\| + \|(x_2^*, y_2^*, z_2^*)\| \geq 1 - \varepsilon. \quad (4.7)
$$

Taking into account the structure of $\{S_1, S_2\}$ in (4.5) and using the product property $\tilde{N}(:, \Omega_1 \times \Omega_2) = \tilde{N}(:, \Omega_1) \times \tilde{N}(:, \Omega_2)$ for Fréchet normals (which can be easily checked by definition), we get from (4.6) that

$$(x_1^*, y_1^*) \in \tilde{N}((x_1, y_1); \text{gph} \mathcal{S}), \quad z_1^* \in \tilde{N}(z_1; \text{cl} \mathcal{L}(z_0)), \quad (x_2^*, y_2^*) \in \tilde{D}^* f(x_2, y_2)(-z_2^*). \quad (4.8)$$

Now pick the sequence $\varepsilon := 1/k$ as $k \to \infty$ and add the subindex "$k$" to the corresponding elements above. By construction, we immediately have that $z_{0k} \to \tilde{z}$ and $(x_{ik}, y_{ik}, z_{ik}) \to (\tilde{x}, \tilde{y}, \tilde{z})$ as $k \to \infty$ for $i = 1, 2$. Furthermore, by normalization if necessary, we can always suppose that the sequences $\{(x_{ik}^*, y_{ik}^*, z_{ik}^*)\} \subset X^* \times Y^* \times Z^*$, are bounded. Therefore, they are sequentially weak* compact in $X^* \times Y^* \times Z^*$ due to the Asplund property of $X \times Y \times Z$; see [25]. Without loss of generality, suppose that

$$(x_{ik}^*, y_{ik}^*, z_{ik}^*) \to (x_i^*, y_i^*, z_i^*) \in X^* \times Y^* \times Z^* \text{ as } k \to \infty, \quad i = 1, 2.$$ 

Passing to the limit in the first relationship of (4.7), we have

$$(x_2^*, y_2^*, z_2^*) = -(x_1^*, y_1^*, z_1^*) := (x^*, y^*, -z^*).$$

Then we arrive to all the three inclusions in (4.3) by passing the limit in (4.8) and taking into account the definitions of the basic (2.1) and extended (4.1) normal cones.

Let us justify the nontriviality condition $(x^*, y^*, z^*) \neq 0$ under the SNC/ISNC assumptions made. To proceed by contradiction, suppose that $(x^*, y^*, z^*) = 0$. Then

$$(x_{1k}^*, y_{1k}^*, z_{1k}^*) \overset{\mu}{\to} 0 \text{ and } (x_{2k}^*, y_{2k}^*, z_{2k}^*) \overset{\mu}{\to} 0 \text{ as } k \to \infty. \quad (4.9)$$

Assuming the SNC property of $f$ at $(\tilde{x}, \tilde{y})$, we have from (4.9) that $\|(x_{1k}^*, y_{1k}^*, z_{1k}^*)\| \to 0$, which contradicts the second relationship in (4.7). On the other hand, if both the SNC assumption on $S$ at $(\tilde{x}, \tilde{y})$ and the ISNC assumption on $\mathcal{L}$ at $(\tilde{z}, \tilde{z})$ hold, then $\|(x_{2k}^*, y_{2k}^*, z_{2k}^*)\| \to 0$, which contradicts (4.7) as well.

To complete the proof of the theorem, it remains to consider the case when $f$ is strictly Lipschitzian at $(\tilde{x}, \tilde{y})$. In this case, the scalarization formula of [16, Theorem 3.28] ensures that the first inclusion in (4.3) is equivalent to

$$(x^*, y^*) \in \partial(z^*, f)(\tilde{x}, \tilde{y}),$$

which implies that $(x^*, y^*) = 0$ whenever $z^* = 0$ and that (4.3) with $(x^*, y^*, z^*) \neq 0$ is equivalent to (4.4). Moreover, the SNC property of strictly Lipschitzian mappings implies
Next consider EPECs defined in (4.2) with equilibrium constraints \( y \in S(x) \) described by solution maps to the generalized equations (1.1). For simplicity, we present necessary conditions for optimal solutions to such problems when both mappings \( f \) and \( q \) are strictly Lipschitzian at \((\bar{x}, \bar{y})\).

**Theorem 4.4** (necessary conditions for EPECs with generalized equation constraints and closed preferences). Let \((\bar{x}, \bar{y})\) be an optimal solution to the EPEC defined in (4.2) with the equilibrium constraints \( y \in S(x) \) given by

\[
S(x) := \{ y \in Y | 0 \in q(x, y) + Q(x, y) \},
\]

where \( f: X \times Y \to Z \) and \( q: X \times Y \to P \) are mapping between Asplund spaces that are strictly Lipschitzian at \((\bar{x}, \bar{y})\), where \( \prec \) is a closed preference relation on \( Z \), and where \( Q: X \times Y \rightrightarrows P \) is closed-graph around \((\bar{x}, \bar{y}, \bar{p})\) with \( \bar{p} := -q(\bar{x}, \bar{y}) \in Q(\bar{x}, \bar{y}) \). Then there are \((z^*, p^*) \in Z^* \times P^*, \) not both zero, satisfying

\[
0 \in \partial(z^*, f)(\bar{x}, \bar{y}) + \partial(p^*, q)(\bar{x}, \bar{y}) + D^*_N Q(\bar{x}, \bar{y}, \bar{p})(p^*) \quad \text{and} \quad z^* \in N_+(\bar{z}; \text{cl} \mathcal{L}(\bar{z})) \tag{4.10}
\]

in each of the following two cases:

(a) \( \text{cl} \mathcal{L} \) is ISNC at \((\bar{z}, \bar{z})\), where \( \bar{z} := f(\bar{x}, \bar{y}) \);

(b) \( f \) is SNC at \((\bar{x}, \bar{y})\) and either \( Q \) is SNC at \((\bar{x}, \bar{y}, \bar{p})\), or \( \dim P < \infty \); in this case \( Z \) must be finite-dimensional.

**Proof.** Based on Theorem 4.3, we need to obtain a upper estimate for the normal coderivative \( D^*_NS(\bar{x}, \bar{y}) \) of the solution map given in (3.12) and also to justify its SNC property at \((\bar{x}, \bar{y})\) in terms of \( q \) and \( Q \). The upper estimate (3.15) of \( D^*_NS(\bar{x}, \bar{y}) \) is established in the proof of Theorem 3.4 above provided the Fredholm qualification condition (3.16) and that either \( Q \) is SNC at \((\bar{x}, \bar{y}, \bar{p})\), or \( P \) is finite-dimensional. This allows us to justify, based on Theorem 4.3 and proceeding similarly to the proof of Theorem 3.4, the necessary optimality conditions given in (4.10) in case (b) of the theorem.

To prove the theorem in case (a), it is sufficient to show, in view of Theorem 4.3 and the above discussions, that the solution map \( S \) in (3.12) is SNC at \((\bar{x}, \bar{y})\) provided that \( Q \) is SNC at \((\bar{x}, \bar{y}, \bar{p})\), \( g \) is locally Lipschitzian at \((\bar{x}, \bar{y})\), and the Fredholm qualification condition (3.16) is satisfied. To proceed, we observe that the graph of \( S \) in (3.12) admits the inverse image representation

\[
gph S = g^{-1}(gph Q) \quad \text{with} \quad g(x, y) := (x, y, -q(x, y)) \tag{4.11}
\]

Then apply [16, Theorem 3.84], which gives efficient conditions on the preservation of the SNC property under taking inverse images; this is a part of the SNC calculus strongly developed in [16]. It is not hard to check that the qualification condition of the latter theorem reduces, in the setting (4.11) under consideration, to the Fredholm qualification condition (3.16), while the SNC property of a set under the inverse image in [16, Theorem 3.84] is exactly the SNC property of \( Q \) at \((\bar{x}, \bar{y}, \bar{p})\). Hence, to justify the SNC property of \( S \) by [16,
Theorem 3.84], we need to ensure that the mapping $g$ defined in (4.11) is PSNC at $(\bar{x}, \bar{y})$. The latter follows from the fact that any single-valued mapping locally Lipschitzian around some point is automatically PSNC at this point; see [16, Corollary 1.69]. The required Lipschitz continuity of $g$ in (4.11) is an obvious consequence of the assumed Lipschitzian property of the mapping $q$ around $(\bar{x}, \bar{y})$. This completes the proof of the theorem. $\triangle$

Having in hand Theorem 4.4, we can derive its specifications for the equilibrium constraints (1.1) given in each of the composite subdifferential forms (3.17). The formulations and proofs of results in this direction are similar to those presented in Section 3 for EPECs described via generalized order optimality on the upper level: they are fully based on the first-order and second-order calculus rules developed in [16].

5 Optimality Conditions for MPECs via Exact Penalization

The last section of this paper is devoted to the class of mathematical programs with equilibrium constraints (MPECs), which can be considered as a particular case of EPECs with respect to standard minimization of real-valued cost functions. On the other hand, specific features of minimizing real-valued functions make it possible to develop necessary optimality conditions for MPECs that do not have any counterparts in the case of EPECs and general problems of multiobjective/vector optimization.

In particular, specific results of the upper subdifferential type were developed by the author [14] for MPECs and other constraint minimization problems. Results of this type, which essentially exploit the nature of real-valued minimization, are significantly different from more conventional results of the lower subdifferential type in nonsmooth constrained minimization that are mainly based on the well-developed subdifferential calculus for basic subgradients (2.4); see [14, 17] for more details and discussions.

In this section, we follow another approach to (lower) subdifferential conditions for MPECs, which was developed by Ye and Ye [31] and Outrata [22] in finite-dimensional spaces. We consider here a general infinite-dimensional setting, which happens to be significantly more involved and leads us to a larger variety of results in comparison with MPECs in finite dimensions.

The underlying feature of this approach is a preliminary exact penalization of the constrained problems under consideration with subsequent applications of the subdifferential/coderivative calculus to penalized problems whose special structures are substantially different from the original ones and allow us to employ more suitable calculus results.

Let us start with formulating the calmness property of multifunctions [30], which essentially goes back to the "upper-Lipschitzian" property introduced by Robinson [26].

Definition 5.1 (calmness of set-valued mappings). Let $F: X \Rightarrow Y$ be a set-valued mapping between Banach spaces, and let $(\bar{x}, \bar{y}) \in \text{gph} F$. Then $F$ is CALM at $(\bar{x}, \bar{y})$ with modulus $\ell \geq 0$ if there are neighborhoods $U$ of $\bar{x}$ and $V$ of $\bar{y}$ such that

$$F(x) \cap V \subseteq F(\bar{x}) + \ell \|x - \bar{x}\| B \quad \text{for all} \ x \in U.$$  (5.1)
When $V = Y$ in (5.1), the calmness property of Definition 5.1 is known as Robinson's upper Lipschitzian property of $F$ at $\bar{x}$. The calmness terminology was suggested by Rockafellar and Wets [30], although the property itself was studied and applied earlier under different names; see, e.g., Ye and Ye [31].

One can see that the only difference between the calmness (5.1) and Aubin's Lipschitz-like (2.7) properties is that, instead of a pair of points $(x, u)$ independently varying in the neighborhood $U$ of the references point $\bar{x}$ in (2.7), only one point varies in (5.1) while the other is fixed being constantly equal to $\bar{x}$. In fact, calmness (5.1) is not a counterpart of the classical local Lipschitz continuity for the case of set-valued mappings; it does not reduce to the latter when $f$ is single-valued. This implies the non-robustness of the calmness/upper Lipschitzian properties (the sets $F(x)$ may even be empty near $\bar{x}$), in contrast to the Lipschitz-like/classical Lipschitzian ones. On the other hand, the requirement in (5.1) is less restrictive in comparison with that in (2.7). A major class of non-Lipschitzian while upper-Lipschitzian set-valued mappings between finite-dimensional spaces was discovered by Robinson [28] under the name of "piecewise polyhedral" multifunctions, i.e., those whose graph can be expressed as the union of finitely many convex polyhedral sets.

Note that the calmness/upper Lipschitzian notion for set-valued mappings in Definition 5.1 is closely related, for inverse mappings, to metric regularity at (not around) a point introduced by Ioffe and employed by him for exact penalization results in [10]; see also [17] for more details and applications of this property under the name of "weakened metric regularity." In fact, the following lemma proved by Ye and Ye [31] for calm mappings and earlier by Zhang [33] for upper Lipschitzian ones in a more special case, is largely similar to the penalization/reduction theorem by Ioffe [10] established in somewhat different setting. The reader can find more results and information about applications of calmness and related properties in the recent paper by Henrion and Outrata [8] and the references therein.

**Lemma 5.2 (exact penalization under generalized equation constraints).** Let $\bar{t}$ be a local optimal solution to the problem:

$$
\text{minimize } \varphi(t) \text{ subject to } 0 \in F(t), \ t \in \Omega, \tag{5.2}
$$

where $\varphi: T \to \mathbb{R}$ and $F: T \to Z$ in the framework of Banach spaces. Assume that $\varphi$ is locally Lipschitzian around $\bar{t}$ with modulus $\ell_\varphi$ and that the mapping

$$(F^{-1} \cap \Omega)(z) := F^{-1}(z) \cap \Omega \tag{5.3}$$

is calm at $(0, \bar{t})$ with modulus $\ell$. Then there are neighborhoods $V$ of $\bar{t}$ and $U$ of $0 \in Z$ such that $(\bar{t}, 0) \in T \times Z$ solves the penalized problem:

$$
\text{minimize } \psi(t, z) := \varphi(t) + \mu \|z\| \text{ subject to } z \in F(t) \cap U, \ t \in \Omega \cap V \tag{5.4}
$$

provided that $\mu \geq \ell_\varphi \cdot \ell$.

Observe that the major constraint $0 \in F(t)$ in (5.2) is given in the form of nonparametric generalized equations, and thus problem (5.2) can be viewed as an abstract MPEC. The next result, providing necessary optimality conditions for the abstract MPECs (5.2), is based on applying the generalized differential and SNC calculi [16] to the penalized problem (5.4).
Theorem 5.3 (necessary optimality conditions for abstract MPECs). Let \( \bar{t} \) be a local optimal solution to the abstract MPEC given in (5.2), where the spaces \( T \) and \( Z \) are Asplund and where the sets \( \Omega \) and \( \text{gph} \, F \) are locally closed around \( \bar{t} \) and \((\bar{t},0)\), respectively. Assume that \( \varphi \) is locally Lipschitzian around \( \bar{t} \) with modulus \( \ell_{\varphi} \), that \( \ell_{\varphi} \cdot \ell \) is calm at \((0,\bar{t})\) with modulus \( \ell \), and that the mixed qualification condition

\[
D_M^*F(\bar{t},0)(0) \cap (-N(\bar{t};\Omega)) = \{0\}
\]

is satisfied. Suppose also that either \( F \) is PSNC at \((\bar{t},0)\), or \( \Omega \) is SNC at \( \bar{t} \). Then for any \( \mu \geq \ell_{\varphi} \cdot \ell \), there is \( z^* \in Z^* \) with \( \|z^*\| \leq \mu \) such that

\[
0 \in \partial \varphi(\bar{t}) + D_N^*F(\bar{t},0)(z^*) + N(\bar{t};\Omega).
\]

Proof. By the exact penalization result of Lemma 5.2, the point \((\bar{t},0) \in T \times Z\) provides a local optimal solution to the penalization problem (5.4) with \( \mu \geq \ell_{\varphi} \cdot \ell \). Since both sets \( U \) and \( V \) are open in problem (5.4), it can be equivalently (from the viewpoint of necessary optimality conditions) written as:

\[
\minimize \varphi(t) + \mu \|z\| \text{ subject to } z \in F(t), \ t \in \Omega.
\]

In turn, the latter problem is equivalent to the minimization problem with geometric constraints given as the intersection of two sets:

\[
\minimize \varphi(t) + \mu \|z\| \text{ subject to } (t,z) \in \text{gph} \, F \cap (\Omega \times Z),
\]

which can be written as the following unconstrained problem with an infinite penalty via the indicator function of a set:

\[
\minimize \varphi(t) + \mu \|z\| + \delta((t,z);\text{gph} \, F \cap (\Omega \times Z)),
\]

where \( \delta(x;\Lambda) := 0 \) if \( x \in \Lambda \) and \( \delta(x;\Lambda) := \infty \) otherwise. Applying the generalized Fermat rule of [16, Proposition 1.114] to the optimal solution \((\bar{t},0)\) of (5.7), we have

\[
0 \in \partial (\varphi(\cdot) + \mu \|\cdot\| + \delta(\cdot;\text{gph} \, F \cap (\Omega \times Z))) (\bar{t},0)
\]

Now using (twice) the subdifferential sum rule of [16, Theorem 2.33(c)] in (5.8) with taking into account that both \( \varphi \) and \( \|\cdot\| \) are locally Lipschitzian around \((\bar{t},0)\) and that

\[
\partial \delta(\bar{x};\Lambda) = N(\bar{x};\Lambda) \text{ as } \bar{x} \in \Lambda, \ \partial \|\cdot\| (z) \subset \mathcal{B}^* \text{ for any } z \in Z,
\]

we arrive at the inclusion

\[
(0,0) \in (\partial \varphi(\bar{t}),0) + \mu(0,\mathcal{B}^*) + N((\bar{t},0);\text{gph} \, F \cap (\Omega \times Z)).
\]

To proceed, we need representing the normal cone to the set intersection in (5.9) via generalized differential constructions to the initial data \( F \) and \( \Omega \) of the original problem (5.2) under appropriate qualification and SNC conditions. Observe that both sets from the intersection in (5.9) belong to the product of Asplund spaces \( T \times Z \). Applying the basic intersection
rule in product spaces from [16, Theorem 3.4] and taking into account the structure of the second set \( \Omega \times Z \) in the intersection, we get

\[
N((\bar{t}, 0); \text{gph } F \cap (\Omega \times Z)) \subset N((\bar{t}, 0); \text{gph } F) + N(\bar{t}; \Omega) \times \{0\}
\]  

(5.10)

providing the "limiting qualification condition" of the latter theorem and that either \( F \) is PSNC at \((\bar{t}, 0)\), or \( \Omega \) is SNC at \( \bar{t} \). It is not hard to check that the afore-mentioned limiting qualification condition of [16, Theorem 3.4] is ensured, due to the structures of the sets \( \text{gph } F \) and \( \Omega \times Z \) in the intersection (5.9), by the qualification condition (5.5) of this theorem involving the mixed coderivative \( D^*_M F(\bar{t}, 0) \). It remains to observe that (5.9) and (5.10) imply, due to definition (2.2) of the normal coderivative, the necessary optimality condition (5.6) with \( \|z^*\| \leq \mu \). This completes the proof of the theorem. △

Note that \( F \) is automatically PSNC at \((\bar{t}, 0)\) and the qualification condition (5.5) holds by (2.8) if \( F \) is Lipschitz-like around \((\bar{t}, 0)\). This is due to the characterization of the Lipschitz-like property from [16, Theorem 4.10]. On the other hand, the calmness assumption of Theorem 5.3 holds also for problems with no Lipschitz-like assumption of \( F \); see, e.g., the results in Outrata [22] based on fundamental Robinson's developments [28] for calmness/upper Lipschitzian properties of piecewise polyhedral multifunctions.

The following consequence of Theorem 5.3 and further rules of generalized differential and SNC calculi addresses abstract MPECs with the constraint mapping \( F \) of a special structure important for the subsequent application to the equilibrium constraints governed by parametric generalized equations/variational conditions.

**Corollary 5.4 (necessary conditions for abstract MPECs of special structure).** Suppose that the constraint mapping in (5.2) admits the representation

\[
F(t) = g(t) + \Theta
\]

in the framework of Theorem 5.3, where \( g: \mathcal{T} \to Z \) is continuous around \( \bar{t} \) and \( \Theta \subset Z \) is locally closed around \( \bar{z} := -g(\bar{t}) \) in addition to the general requirements on \( \varphi, \Omega \) and the calmness property of \( F^{-1} \cap \Omega \) in the theorem. Impose the qualification condition

\[
D^*_M g(\bar{t})(0) \cap (-N(\bar{t}; \Omega)) = \{0\}
\]

(5.12)

and assume that either the set \( \Omega \) is SNC at \( \bar{x} \), or the mapping \( g \) is PSNC at this point; the latter property together with (5.12) are automatic when \( g \) is locally Lipschitzian around \( \bar{t} \). Then there is \( z^* \in -N(\bar{x}; \Theta) \) with \( \|z^*\| \leq \mu \) as \( \mu \geq \ell(\varphi, \ell) \) such that

\[
0 \in \partial \varphi(\bar{t}) + D^*_M g(\bar{t})(z^*) + N(\bar{t}; \Omega),
\]

(5.13)

which is equivalent to

\[
0 \in \partial \varphi(\bar{t}) + \partial (z^*, g)(\bar{t}) + N(\bar{t}; \Omega)
\]

if the mapping \( g \) is strictly Lipschitzian at \( \bar{t} \).
Proof. Considering the constant mapping \( \Theta(t) \equiv \Theta \) for all \( t \in T \), it is easy to see that it is PSNC at any point \((\overline{t}, \overline{\theta}) \in T \times \Theta \) and that both coderivatives \( D^* = D^*_N, D^*_M \) of this mappings are represented in the form

\[
D^* \Theta(\overline{t}, \overline{\theta})(z^*) = \begin{cases} 
0 & \text{if } -z^* \in N(\overline{\theta}; \Theta), \\
0 & \text{otherwise}.
\end{cases}
\]

Then applying the coderivative sum rule from [16, Theorem 3.10] to both coderivatives \( D^* = D^*_N, D^*_M \) of the sum \( g + \Theta \) in (5.11), we get

\[
D^* F(\overline{t}, 0)(z^*) \subset \begin{cases} 
D^* g(\overline{t})(z^*) & \text{if } -z^* \in N(\overline{z}; \Theta), \\
0 & \text{otherwise}.
\end{cases}
\]

Substituting (5.14) into (5.5) and (5.6), we arrive at (5.12) and (5.13), respectively. To complete the proof of the corollary, it remains to observe that the PSNC property of \( g \) at \( \overline{t} \) implied the one for \( F \) in (5.11) at \((\overline{t}, 0)\) by the preservation/calculus result for the PSNC property of sums established in [16, Theorem 3.88]. \( \Delta \)

Next let us consider the MPEC given in the form:

\[
\text{minimize } \varphi(x, y) \text{ subject to } 0 \in q(x, y) + Q(x, y), \ (x, y) \in \Omega \quad (5.15)
\]

with equilibrium constraints governed by parametric generalized equations and also with geometric constraints depending on both variables \((x, y)\); note that the latter constraints are additional in comparison with the previous EPEC studies in Sections 3 and 4.

Theorem 5.5 (necessary optimality conditions for MPECs with generalized equation and geometric constraints). Let \((\overline{x}, \overline{y})\) be a local optimal solution to the MPEC given in (5.15), where \( q: X \times Y \rightarrow Z \) and \( Q: X \times Y \Rightarrow Z \) are mappings between Asplund spaces. Assume that \( \varphi: X \times Y \rightarrow \mathbb{R} \) is Lipschitz continuous around \((\overline{x}, \overline{y})\) with modulus \( \ell_\varphi \), that \( q \) is continuous around this point, and that the sets \( \Omega \) and \( \text{gph} \ Q \) are locally closed around \((\overline{x}, \overline{y})\) and \((\overline{x}, \overline{y}, \overline{z})\) with \( \overline{z} := -q(\overline{x}, \overline{y}) \), respectively. Suppose also that the mapping \( G: X \times Y \times Z \Rightarrow X \times Y \) given by

\[
G(u, v, w) := \{ (x, y) \in \Omega \mid (u + x, v + y, w - q(x, y)) \in \text{gph} \ Q \}
\]

is calm at \((0, 0, 0, \overline{x}, \overline{y})\) with modulus \( \ell \), that the qualification condition

\[
D^*_M q(\overline{x}, \overline{y})(0) \cap (-N((\overline{x}, \overline{y}); \Omega)) = \{0\}
\]

is fulfilled, and that either \( q \) is PSNC at \((\overline{x}, \overline{y})\) or \( \Omega \) is SNC at this point.

Then there are dual elements \((z^*, y^*, x^*) \in X^* \times Y^* \times Z^* \) with \( \|(z^*, y^*, x^*)\| \leq \ell_\varphi \cdot \ell \) and \((x^*, y^*) \in D^*_N Q(\overline{x}, \overline{y}, \overline{z})(z^*) \) satisfying

\[
(-x^*, -y^*) \in \partial \varphi(\overline{x}, \overline{y}) + D^*_N q(\overline{x}, \overline{y})(z^*) + N((\overline{x}, \overline{y}); \Omega),
\]

which implies that

\[
0 \in \partial \varphi(\overline{x}, \overline{y}) + D^*_N q(\overline{x}, \overline{y})(z^*) + D^*_N Q(\overline{x}, \overline{y}, \overline{z})(z^*) + N((\overline{x}, \overline{y}); \Omega) \quad (5.18)
\]
Proof. We reduce problem (5.15) to the one considered in Corollary 5.4 with the data
t = (x, y) ∈ X × Y and
\[ F(x, y) := g(x, y) + \Theta, \quad \Theta := \text{gph} Q, \quad g(x, y) := (-x, -y, q(x, y)). \]  
(5.19)
Applying Corollary 5.4 to the above problem with data (5.19) and taking into account that
\[ g(x, y) = (-x, -y, 0) + (0, 0, q(x, y)), \]
we conclude from [16, Theorem 1.70] that \( g \) is PSNC at \((\bar{x}, \bar{y})\) if and only if \( f \) is PSNC at this point. Then the coderivative sum rule from [16, Theorem 1.62(ii)] gives
\[ D^* g(\bar{x}, \bar{y})(x^*, y^*, z^*) = (-x^*, -y^*) + D^* q(\bar{x}, \bar{y})(z^*) \]  
(5.20)
for both coderivatives \( D^* = D^*_N, D^*_M \). Substituting (5.20) into the relationships of Corollary 5.4 and taking into account the special structure of (5.19), we arrive all the qualification and necessary optimality conditions of the theorem. Observe finally that the mapping (5.3) in Corollary 5.4 reduces to \( G \) in (5.16) for the data (5.19) under consideration. \( \triangle \)

As usual, the strict Lipschitzian assumption on the base mapping \( q \) in the generalized equation (5.15) allows us to specify and simplify the results obtained in Theorem 5.5.

Corollary 5.6 (optimality conditions for MPECs with strictly Lipschitzian bases in generalized equation constraints). Suppose in the general framework of Theorem 5.5 that \( q \) is strictly Lipschitzian at \((\bar{x}, \bar{y})\), that \( Q \) is SNC at \((\bar{x}, \bar{y}, \bar{z})\), and that the relation
\[ (x^*, y^*) ∈ [\partial(z^*, q(\bar{x}, \bar{y}))+N((\bar{x}, \bar{y}); \Omega)] \cap (-D^*_N Q(\bar{x}, \bar{y}, \bar{z})(z^*)) \]
holds only for \( x^* = y^* = z^* = 0 \). Then there is \( z^* ∈ Z^* \) such that one has the condition
\[ 0 ∈ \partial \varphi(\bar{x}, \bar{y}) + \partial(z^*, q(\bar{x}, \bar{y})(z^*) + D^*_N Q(\bar{x}, \bar{y}, \bar{z})(z^*) + N((\bar{x}, \bar{y}); \Omega). \]  
(5.21)
Proof. Considering the mapping \( h: X × Y × Z × X × Y → X × Y × Z \) defined by
\[ h(u, v, w, x, y) := (u + x, v + y, w - q(x, y)), \]
we represent \( G \) from (5.16) in the form of the constraint system:
\[ G(u, v, w) = \{(x, y) ∈ X × Y | h(u, v, w, x, y) ∈ \text{gph} Q, \ (u, v, w, x, y) ∈ X × Y × Z × \Omega}. \]
It is not hard to check, due to the special structure of \( h \) and \( G \), that the assumptions made in the corollary ensure by [16, Corollary 4.41] that the mapping \( G \) is Lipschitz-like around \((0, 0, 0, \bar{x}, \bar{y})\), and hence it is calm at this point. Since the qualification condition (5.17) is automatic for Lipschitzian mappings, the optimality condition (5.21) follows from (5.18) by the scalarization formula of [16, Theorem 3.28]. \( \triangle \)

Similarly to the results of Section 3, we can derive specifications of necessary optimality and qualification conditions of Theorem 5.5 and Corollary 5.6 for the cases of MPECs with equilibrium constraints governed by parametric generalized equations with composite subdifferential structures given in each of the forms (5.17).
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